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A URIVERSAZ AaAETNE CODE POR OFTIMIZATION, for us, is a general 

flexible computer program for numerical analysis which selects adaptively 

and sequentially among a group of several optimizing subroutines as each 

problem calculation progresses. 

controlled by the so-called executive part of the program. 

subroutine is selected probabilistically at each stage! of the solution of 

any one problem. 

of each optimizing subroutine. 

!€%e optimizing subroutines are selected and 

Each optidzing 

The selection probabilities are based upon the past history 

The task here, called the optimization process, is to locate a set 

of values of a set of variables that yields the optimum value for a function 

given algebraically. 

unconstrained. 

The function to be optimized may be constrained or 

The IJKWEWU CODE (OROPE) is intended to serve three different 

purposes in different and independent phases of the optimization process. 

The first purpose is the efficient optimization of a given mathe- 

matical function (the function to be optimized, either by minimization or 

by maxinrization). 

action of the optional features present in each one of the optimizing sub- 

routines. 

more quickly than would be obtained by using any one of the subroutines 

by itself. 

Here the solution process will be accelerated by the 

This conibination of procedures is expected to yield a solution 

The organization of the coxputing system is the second purpose. 

It is only possible to have in core memory a limited number of optimizing 

* 
The initial steps toward a Universal Adaptive Code for Optirpi- 

zation (OROPE) were described in In te rna l  Working Paper Ro. U, w e  
Sciences Laboratory, April 1964, by Albert0 kon. 
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subroutines at  any one stage of the  calculation, the number at any tim 

depending also upon their  size. 

speed core memory those subroutines having the highest usage rate. 

selection eliminates much of the swapping back and for th  between higher and 

lower speed memories within the configuration, thus considerably increasing 

the computing system's efficiency. 

It is  obviously desirable t o  have i n  high- 

Such 

The re lat ive effectiveness of an optimizing subroutine depends 

at  least partially won the properties of the mathematical function t o  be 

optimized. 

of users w i l l  have similar properties. 

possible t o  identify a particular c lass  of problems as currently predominant 

among the users. A t h i rd  purpose is adaptive automatic selection of 

currently effective subroutines, as indicated by recent users'  experience. 

It is  expected that problems ar is ing from a part icular  papulation 

There are situations i n  which it is 

We have selected a group of i te ra t ive  optimizing subroutines t o  

build up the URIVERSAL ADAFTIVE CODE. 

have cer tain similarities that make possible sequential camparisons among 

them as t o  the i r  current effectiveness, thus providing the essent ia l  basis 

f o r  adaptive selection among themduring a calculation. 

!be i te ra t ive  techniques selected 

A l inear  stochastic learning model used fo r  other purposes by one 
1 of the authors 

simple t o  use any other such adaptive nrechanism for  t h i s  portion of the 

code, and several others will be tested under our present project; t h i s  

requires aerely that subroutines AI" and RCPRO be rewritten so as t o  

represent the adaptive mechanism t o  be used. 

provides the adaptive mechanism of the code. It is very 

h o o d ,  Merrill M., "Stochastic ha rn ing  lheory Applied t o  Choice 
Experiments with Rate, Dogs and Men," Behavior& Science, 1962, 7, pp. 289- 
3 4 .  
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GROPE is available in lVFt!FRAH IV for IR4 7090/7094 cmputers 

processed by the MlEiTRAll IV colllpiler, a 7090/7094 IBJOB Processor Cumponent. 

The code op@ra*s under the University of California (Berkelq) Ekecutive 

System. 

into lQRTRMJ IV using SIFT (Share - - Internal c Fortran - Translator) which 
automatically translates a N)R!l!RAR I1 source program (or subprogram) into 

a ~~ IV source program. 

Sopge of the optimizing subroutines were translated from ETlKmzAll I1 

The remainder of this paper is devoted to detailed descriptions 

of various portions of the UNIVERSAL CODE. 

structure of the Main Program. 

which: (1) initialize the process, by identifying subroutines, parameters 

cuxl other pertinent infomation, (2) select optimizing subroutines for use 

together with relevant information for the particular subroutine, (3) stop 

the optimizing subroutine in use based upon stopping criteria, (4) evaluate 

the optidzing subroutine's effectiveness, (5) mOaiQ the selection proba- 

bilities for each optimizing subroutine based upon evaluated effectiveness, 

and (6) stop tbe optimization process and provide the necessary print out. 

The subroutines are explained in the order in which they appear for the 

first time in the program. 

in following the description. 

First a discussion of the 

The Main Program contains subroutines 

The Flow Charts in Appendix C should be helpful 

Following the discussion of the general structure of the program 

are descriptions and c m n t s  regarding specific aptimizing subroutines u8ed 

in past operations and a description of the overlay feature for core storage! 

utilization. Finally sone results of past operations are discussed together 

with remarks about flexibility and lidtations of the program. 
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STRUenmE OF GROPE 

A brief explanation of the structure of the UllIVERSJU ADAPTIVE CODE, 

hereafter called GROPE, i s  given in this  section. 

subroutines are also given here together w i t h  some of the most important 

variables. 

t o  help mske the description easier t o  follow and remember.  

Descriptions of the 

The names chosen for the subroutines and variables are mnemonics, 

A simplified Flow -of GROPE is  included i n  Appendix C. Complete 

M > R "  IV l i s t i ngs  and a sample of data are given i n  Appendix D. 

The general code, as it is  now, has some subroutines that the user 

must write and compile i n  order t o  treat h is  par t icular  optimization problems. 

However, a separate run i s  needed fo r  each problem i f  he has different  opti- 

mization f'unctions t o  treat. 

t h i s  feature will be clarified.  

I n  the description of subroutines tha t  follows, 

c 

The WUIV program i s  Just a sequence of c a l l s  t o  the proper sub- 

routines. 

the clock readings for control purposes, and the pr int ing of the final 

output. 

problems t o  be run and another one the amount of idormation t o  be printed 

as f i n a l  output. 

MAIH includes also the in i t i a l i za t ion  of cer ta in  control quantities, 

* 
One control key ( K R ~ ) ,  read i n  as data, controls the number of 

* 
A description of the effect of each control key may be found 

i n  Appendix B. 
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The final output includes: 

a, 

b. 

C. 

d. 

e. 

f. 

g* 

Identification of t h e  problem. 

Best functional value ( P W ) ,  together w i t h  the optimizing 

vector (PBESV(J)). 

programming problems or  systems of l inear  equations) the vector 

of residuals (!CEMPE(J)) i s  also a part  of the f i n a l  output. 

N u m b e r  of the trial 

(IBEST) as w e l l  as the number of the optimizing subroutine 

(IRm) i n  use a t  tha t  time. , 
Total number of ca l l s  t o  optimizing subroutines (NIOOK) and 

distribution of these calls among the different subroutines 

* 
In cases of l inear  problems (i.e., l inear  

w+ 
at which the optimum point was reached 

(ISH(1)). 

Total elapsed time for  each problem (ICITME) and t o t a l  number 

of functional evduatione (WELL). 

Total t i m e  spent by each optimizing subroutine (RT(1)) i n  

each independent problem. 

Vector t o  in i t i a l i ze  the random number generator. 

Whenever KR 14 is  set greater than zero the  following additional 

information i s  printed: 

h. The final state (vector of probabili t ies) of 

mechanism represented in ADAPT (PROB(1) ). 

The vector with the number of the optimizing 

i n  each trial (JRES(L)). 

i. 

* 
We use consistently the following subscripts as 

ranges f l - 0 ~ ~  1 t o  the available number of codes (NCODS); J, 

the adaptive 

subroutine used 

mplamonics: I, it 
it ranges from 1 t o  

the-total  number of variables (B); L, it ranges -from 1 to-  the tot&. number of 
trials (MXTW:). 

M 
Our definit ion of trial i s  given i n  the description of sub- 

routine ADAFT. 
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j. A vector of 0's and 1's (JSTI(L)). A zero indicates a 

failure of the optimizing subroutine used i n  tha t  trial and a 

1 denotes a successful use. 

If several problems were solved i n  the run and the f i n a l  output also 

shows the t o t a l  elapsed time for  a l l  of them and the t o t a l  number of problem. 

This case only arises when several problems are solved fo r  functions differ- 

ing only i n  the sets of defining parameters. 

I. Subroutine RWSUB 

The first subroutine called by MAIN is  RWSUB. 

RWSUB i s  used t o  read from DA!TA, and then pr int ,  the names of the 

subroutines used, identified also by the date of their compilation and any 

other information pertaining t o  each subroutine used i n  the run. 

This i s  jus t  a way of recording identification information i n  the 

printed output t o  f a c i l i t a t e  analysis of results, debugging and t es t ing  

matters. 

Any other Hollerith statements or comments, as desired, may be read 

*om DATA and then printed i n  the output using RWSUB i n  the same manner. 

11. Subroutine RSlCIfA 

RSmA reads input data. It reads i n  all the necessary parameters 

for the optimizing subroutines together with the ones controlling the 

general work of the code. 

are read in:  

Values for the following variables and parameters 

KR, K R l ,  ..., ICR25 denote control keys 

denotes the number of variables, and i n  l inear  problems B is  

normally one more than the number of unknowns because the homogeneous form 

i s  used. 
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M denote6 the number of equations or inequations i n  linear prob- 

It is also available f o r  other uses when l inear  problems are not being lems. 

treated. 

IVC is  normally se t  equal t o  W. NC will be used i n  BA!I!CEE, a sub- 

routine not included y e t  i n  the  code. 

" S H C  denotes the maxhnum number of times subroutine SNICON can be 

used. 

Bpc denotes the maximumnumber of variables t o  be analyzed. In 

l inear  problems it is  normally one less than 1. 

NORVI(J) denotes the order i n  which the variables will be analyzed. 

Recambinstion of NORVr(J) and ion: gives f l e x i b i l i t y  f o r  analyzing the vari- 

ables i n  any desired order. 

MPPRI denotes the maximum number of trials t o  be performed. MXTRI 

is reached unless failure of all the i t e ra t ive  procedures occurs i n  sequence 

or  I"C is attained. 

aDEcI denotes the number identifying the chosen c r i t e r i a  fo r  ending 

trials (egg., a cer tain number of functional evaluations). 

MXREL denotes the maximum number of functional evaluations allawed 

within a trial. 

MXTIM denotes the maximun amount of time, i n  sone convenient unit, 

allowed for any one trial. 

llrIDs denotes the number identifying the adaptive mechanism used in 

ADAP'J! whenever several a r e  available. 

I&l i s  8 control parameter used i n  subroutine RCPRO. must be 

set equal t o  unity at the s t a r t  of each run, and it i s  modified by the 

program at later stages. 
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LL2 is  a control parameter used by subroutine EVAIIT. IJ.2 must 

be equal t o  unity a t  the beginning of each run. 

LL3 is a control pwameter used by subroutine OUTPUT. U 3  must 

be set equal t o  unity at  the beginning of each run. 

rrrk is  a control parameter used by subroutine OFTIBIT. Lzk must 

be set equal t o  unity at  the beginning of each run. 

U5 i s  a control parameter used by subroutine SlKCON. Its role  

i s  explained i n  the description of subroutine SlVICOFl. 

LL6 is  a control parameter used by subroutine ADAPT. LL6 must be 

set equal t o  unity a t  the beginning of each run. 

IX)R is a control parameter used by the optimizing subroutines. 

I l l R  must be set equal t o  unity a t  the beginning of each run. 

EP1 denotes the parameter that  is  used t o  define when the 

functional value a t  the end of one trial, FMAX, is  "better" than the func- 

t i ona l  value at the end of the preceding trial, PFMAX. 

TOL denotes the fraction of acceptance for  improvemnt i n  functional 

value between two consecutive cycles of one optimizing subroutine. 

TOIS denotes the smallest error  accepted in the solution of 

systems of l inear  equations. 

m(K) denotes a three integer element vector used t o  i n i t i a l i z e  

the pseudo-random number generator whenever called by subroutine ADAET. 

IRZ(K)denotes a three integer element vector used t o  i n i t i a l i z e  

the pseudo-random number generator whenever called by subroutine TOSS. 

I112(K), IH3(K) denote three integer element vectors used t o  A n i -  

These are f ree  t o  be used i n  t i a l i z e  the pseudo-random number generators. 

any subroutine written by the user and associated w i t h  h i s  problem. 
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m(J) denotes the s tar t ing vector. 

F"MX(J) and FTIMIR(J) denote upper and lower limits f o r  each 

variable. 

NCODS denotes the nuBLber of optimizing subroutines available. 

t 

The following i s  a set of parameters used by the optimizing 

subroutine RCWDOM: 

MCELE denotes the maximum number of cycles the subroutine can 

It i s  reached unless one of the internal  stopping rules of the be used. 

subroutine i s  attained first. 

RllES denotes the maximum number of functional evaluations within 

a cycle. 

FJ!FRClS denotes the maximLufl number of continuous cycles accepted 

without significant improvenrent i n  the functional value. 

The following are the parameters used by the optimizing sub- 

routine SlWNK: 

MCYCIX) denotes the to t a l  n&er of cycles t o  be performed. It 

is attained unless one of the internal stopping rules is  reached first. 

RPOS denotes t h e  maximum number of functional evaluations per 

cycle. 

IJTWOS denotes the maximum number of continuous cycles accepted 

without significant bnprovemrent i n  the functional vslue. 

SHRCN denotes the fraction by which the operating space i s  re- 

duced after every complete cycle. 
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The following se t  of parameters is  used by the optimizing sub- 

routine SAlTES: 

MRM% denotes the t o t a l  number of cycles t o  be performed. It is 

reached unless one of the Internal stopping rules  i s  attained first. 

loTIS denotes the t o t a l  n&er of functional evaluations t o  be 

performed i n  a cycle. 

NVI?i denotes the maximum number of continuous changes i n  direction 

accepted without significant improvement i n  the functional value. 

SIPEP denotes the step size. 

The following i s  a l is t  of the paramters u t i l i zed  by optimizing 

subroutine UXX : 

DEL denotes quantity specifying incremental change i n  all. variables. 

DELR denotes r a t i o  by which DEL i s  t o  be changed. DEUI is always 

equal t o  or less than unity. 

DEIMIIi denotes the ninimum allowable value of DEL. 

DELTA denotes a quantity specifying s ize  of pattern move. 

SBRUA denotes an adjusting factor f o r  DELTA. 

'Phe following variables are used by subroutine SflICON: 

DAMBa denotes the relaxation parameter i n  l inear  and nonlinear 

programing problems, and is  available f o r  other uses i n  other problems. 

"IGPA denotes an exponential reduction factor  0,  taking DEIMIzl 

t o  

i s  free f o r  other uses i n  other problems. 

@DEZXI! when SRICON i t a  called more than once i n  a l inear  problem. riaGTA 

OMEGA plays the same role f o r  SHRUIV that  TEEI'A plays for DEUPA; 

again for  linear problems and f ree  fo r  other uses otherwise. 



TAU denotes the adjusting factor for  the relaxation parameter 

DAMBL, calculated for nathelllatical programing problems as a function of 

the actual error  and the maximum permissible error;  f ree  for other uses i n  

other problems. 

RO denotes the adjusting factor for TAU i n  mathematical programing 

problems, making TAU greater after each adjustment of the relaxation par- 

ameter; f ree  for  other uses i n  other problems. 

RISM denotes the maximum a l l m b l e  error  i n  satisfying the l inear  

inequalit ies i n  mathematical programing problems; f ree  t o  be used otherwise 

i n  other problems. 

KR14 controls the printing of the information previously read i n  

If KRl4 is l e s s  than or equal t o  zero then printing is executed; as data. 

otherwise control i s  returned t o  HAIR. 

A. Subroutine RFMT 

RFWS makes it possible t o  read formats as past of the data, t o  a 

maximum of ten different formats. These variable formats are l e f t  available 

t o  the users. 

If KRl5 is  greater than zero then RFbES is called. 

mede t o  the reading stateplents of RSUPA. 

-5, i n  subroutine RSDTA, controls the call ing of FO'ME. 

Otherwise transfer i s  

IXI. 

It is intended here t o  present what we consider the most important 

The Executive Portion of the Program 

portion of the program: the adaptive process. A brief introduction with 

the role of each one of the subroutines involved is  included first together 

with a general description of the process. This introduction is followed by 



- 12 - 
. 

a more detailed presentation of subroutine ADAPT and subroutine OF'J!IIW. 

The work of other related subroutines, e.g., DECIS, is described as it 

appears convenient. 

A. Overview 

Subroutine ADAFT is the adaptive mechanism portion of the 

It selects  one from the group of optimizing subroutines f o r  program. 

use i n  each trial and decides whether the most recent use of each is  t o  

be considered a SUCCESS or a FAIWRE. 

Subroutine ADAFT delegates many of its functions t o  subroutines 

LSRMT, IDECI ,  O ~ ~ ,  DECI (through OPTIEQI), O m  and RCPRO. 

these s i x  subroutines i s  described br ie f ly  i n  subsequent paragraphs of th i s  

section. 

Each of 

A simplified Flow Chart of ADAPT i s  included i n  Appendix C. 

Subroutine LpRMll reads in both the structure and the state ( i n i t i a l  

probabi l i t ies)  parameters of the adaptive mechanism ADAFT. 

Subroutine RCPRO recomputes the state probabili t ies after every 

Here a trial is  defined as the use of some one optimizing subroutine trial. 

f o r  a specified period of tim, as f o r  some maximum number of functional 

evaluations, or i n  accordance w i t h  some other selected cri terion. 

end of each trial the functional value is  compared against the best previous 

one. 

is considered a SUCCESS and otherwise a FAILURE. 

A t  the 

If the preeent functional value is  the best, the result of the trial 

The information concerning the technique i n  use, the trial nuniber, 

and the c o d i t i o n  a t  the end of the trial (i.e., SUCCESS or F A I m )  is  

u t i l i zed  by RCF$RO t o  recompute the new state probabili t ies of the system. 

The optimizing subroutine with the hi@est umber of previous successes, 

after several trials, will formally have the highest probability of reuse. 
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Subroutine OPTIMJ calls the different optimizing subroutines in 

accordance with the decisions made by ADAFT. 

the number of times each optimizing subroutine is caU.ed, ae w e l l  as the 

amount of time each one of them is used. Subroutine EXAIIP, the one carrying 

out the functional evaluation whenever required, is called by OPTIMJ; counts 

of the number of calls to EVAIfl' are stored as NEZ and IVEZL. 

Flow C h a r t  of subroutine OPI'IW is included in Appendix C. 

OFTIMJ also keeps account of 

A simplified 

Subroutine IDECI initializes the decision criterion at the be- 

ginning of each trial. 

called by Ol?TIW, to decide whether or not the end of a trial has been 

reached. 

These criteria are used later by subroutine DEIS, 

Subroutine OUTRIT is controlled by one of the control keys. 

Whenever OUTFUT is called, either by ADAPT or OFTIMU, most of the informa- 

tion available at the calling time is printed out. 

contain: 

actual state probabilities of the system, values of variables, fhctional 

value, best previous functional value together with the corresponding 

vector, number of functional evaluations within the trial, accumulated 

number of functional evaluations, and so forth. 

The information may 

the nuniber of the optimizing subroutine currently in use, the 

B. Subroutine ADAIT 

It is convenient to describe in detail the operation of ADAFT 

together with the related subroutines. 

helpful also. 

Definition of the variables will be 

The following variables will be found in the F O R "  IV listings 

included in Appendix D: 
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I1 denotes the number of times the optimizing subroutines have 

Whenever I1 reaches a value equal t o  the been unsuccessful i n  sequence. 

t o t a l  number of optimizing subroutines (HCODS), this means that all 

FAILED i n  sequence. 

Jl denotes a counting p a r e t e r  ranging from unity t o  NCODS, and 

is  used t o  indicate the number of the optimizing subroutine selected f o r  

next use. Once the selection i s  made ICODE is  s e t  equal t o  J1. 

ICODE denotes the number of the optimizing subroutine i n  uae at 

any given time. 

ITKIA denotes the number of the trial. 

IBEST denotes the number of the trial at  which the optimum functional. 

value was attained. Each time a better functional value is found IBEST i s  

set equal t o  the number of the trial at  tha t  mament. 

IRCUT denotes the number of the optimizing subroutine i n  use 

during trial numbered IBEST. 

=(I) denotes the condition causing return from the I t h  optimizing 

subroutine t o  OPTIMJ. 

c a l l  WALT, check decision c r i t e r i a  etc.  

that one internal  stopping rule was reached. 

If KEY(1) is unity this indicate8 normal return; t o  

If KEY(1) is  zero, this indicates 

IJcZ(1) denotes the number of times optimizing subroutine numbered I 

is  called in sequence, after failure inuse ,& before another subroutine 

is  a success. 

greater than 1 the control i s  transferred t o  select  a new optimizing sub- 

routine. 

If U Z ( 1 )  is unity, then I1 i s  increased by unity, and i f  

IOQC(1) records success or  fa i lure  of the optimizing subroutine 

nwabered I for  i t s  most recent use: success if rx>cX(I) = 1 and failure if  



. 
IQcK(1) = 0. 

The first  thing done by subroutine ADAPT, whenever LL6 = 1, is t o  

c a l l  subroutine LPRMP. 

unity. 

subsequent c a l l s  t o  ADAPT the statement calling LP€W w i l l  be skipped. 

LL6 is  read i n  by RSUPA, where it is  set equal t o  

LCb is s e t  equa3 t o  two immediately a f t e r  returning from ZSRMT so i n  

As w a s  said previously, the state probabili t ies of the system are 

The code presented here for  recomputed at the end of every trial by RCF'RO. 

ADAPT, and fo r  RCPRO, makes use of a l inear  stochastic learning model as the 

adaptive mechanism; RCPRO i s  easily rewritten t o  represent any alternative 

adaptive mechanism that  may be of interest ,  and several such lnechanisms can 

be included as options within GROPE i f  so desired. 

The information required by the symmetry learning model, as coded 

in our present version of ADAPT, is as follows: 

ITRIA, the number of the present trial 

pROBI(ITRIA-l), the vector of the state probabili t ies from the 

previous trial, where I is ranging from 1 t o  NCODS 

JRES(ITRIA), the number of the subroutine used i n  the present 

trial 

 ITRI RIA), se t  at zero after a failure ami a t  unity a f t e r  a 

succe ss . 
'&e output of RCPRO w i l l  be a revised value fo r  PROX$(ITRIA), representing 

the new state of the system after trial nmbered ITRIA. 

After PRO%(ITRIA) has been calculated following trial ITRIA, 

ITRIA is increased by unity and the result compared against the maximum 

number of trials t o  be performed. 

reached control is  returned t o  MAIN where f i n a l  output is printed out. 

If the maximum number of trials has been 



If there are more trials t o  go transfer is  made t o  begin a new trial by 

parameter Jl is  in i t ia l ized  t o  unity. 

the optimizing subroutines are called. 

It i s  numbering the order i n  which 

A set of random numbers between zero 

and unity is  generated next. 

numbers. 

The set contains a t o t a l  of HCODS random 

!he element J l  of the current vector of state probabili t ies i s  

compared against the corresponding element of the vector of random numbers 

i n  s ta temnt  number 6 of "!Po If PROBn(ITRIA) > =(a)* the optimizing 

subroutine numbered Jl is chosen t o  be used and so 

ICODE = Jl 

If PmBJl(ITFUA) - < m(Jl), JY. is  increased by unity and the previous test  

is performed again, Whenever J1 reaches a value equal t o  NCOD6 with no 

selection of optimizing subroutine t ransfer  is made t o  statement 7 t o  

generate a new set of random numbers, i n i t i a l i z e  J l  t o  unity and t o  compare 

the vector PROB against the vector RIVB. A suitable value of HBB w i l l  be 

eventually found so as t o  permit the selection of a member of the group 

of optimizing subroutines. 

Once the selection of optimizing subroutine ha8 been made, the 

The vector element IDCK(ICODE) of the vector IX)CK i s  compared against zero. 

LOQC(I) is  set e q w  t o  unity, for I = 1, NCODS, at the start of ADAPT as 

well as each t i m e  a subroutine i s  SUCCESSIiUL. 

whenever subroutine nwibered ICODE fails during the calculation process. 

UXX(IC0DE) is changed t o  zero 

The role  the vector W ( I )  plays is very inportant, f o r  it pre- 

cludes the reuse of a particular optimizing subroutine immediately after 

* 
BNB steslds for rdom number. 
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f a i l i ng  but a lso before at least one other subroutine has been a s u c c e s ~  

i n  i t s  last use. 

having a repeated use of a subroutine under conditions where it had previ- 

ously failed. 

corresponding value of UXX(1) is  again set equal t o  unity. 

I n  other words, U$X(I) blocks the possibi l i ty  of 

Each trial when an optimizing subroutine succeeds the 

If UJaC(IC0DE) is  zero then t ransfer  i s  made t o  s ta temnt  8 

where LIZ(IC0DE) is  incremented by unity. N e x t ,  IXZ(IC0DE) is  compared 

against unity. If IJZ(IC0DE) = 1 then the subroutine numbered ICODE is 

called after a failure and I1 is  incremated by unity i n  statement 160. 

The next step is t o  compare I1 against NCODS. Whenever 11> IQCODG then 

a l l  the optimizing subroutines have failed i n  sequence, statement 110 is 

printed out indicating this fact, and control is returned t o  MAIH. 

IXZ(IC0DE) > 1 this indicates that more than one attempt t o  c a l l  the sub- 

routine ntrmbered ICODE has been made after failure and before any other 

subroutine has succeeded; hence control i s  transferred t o  statement 4 to 

select  another optimizing subroutine. 

When 

LIZ(IC0DE) is  then ensuring that I1 is increased by unity only 

when subroutine numbered ICODE i s  chosen f o r  the first time following un- 

successful use. 

selected at  any time because of t h e  selection process already described. 

It i s  required, consequently, with th i s  selection process, to have the 

control vectors =(I) and UZ(I) as explained. 

It can be seen t h a t  any optimizing subroutine may be 

The If0 branch of the logical statement IS  LWX(IC0DE) = 0 1 

t ransfers  control t o  statement 9. 

ized, and the vector JRES of r e spnsas i s  updated i n  statement 

I1 and the vector LIZ are again i n i t i a l -  

JRES(ITRIA) = ICODE . 
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A 

Subroutine IDECI is next called t o  i n i t i a l i z e  the chosen decision 

c r i t e r i a .  

evaluations then NEL is  set equal to  zero. 

t iona l  evaluations within a trial, and NEL(1) records the t o t a l  number of 

functional evaluations made so far. 

DATA, denotes the number identifying the chosen decision c r i t e r i a  and as such 

guides the operation of subroutines I D E C I  and DECI. 

For example, if the deciding criteria are numbers of functional 

NEL records the nuaiber of func- 

The control parameter NDECI, read i n  as 

After the decision c r i t e r i a  have been in i t ia l ized  subroutine OFTIW 

is  called. 

one of the later par ts  of th i s  section. Immdiately after returning from 

OPTIMJ, a t  the end of one trial, the resu l t  of the t r ia l  is  defined. The 

functional value at  the end of one trial, FMAX, i s  "better" than the func- 

t i ona l  value at  the end of the preceding trial, PFMAX, i f  and only i f  

The operational aspects of OPTIW w i l l  be described br ief ly  i n  

PFMAX - FMAX > EP1 

If th i s  condition is  m t  then control is transferred next t o  statement 20 

t o  build up the stimuli vector, t o  store FMAX i n  the location of PFMAX, t o  

record the trial's number (IEEST = ITRIA), t o  store the variable's vector 

as PBESV(J) and t o  reset IOCK t o  unity. "he next program command is 

LQCK(ICODE) = KEY(ICODE) . 
The elements of the vector KEY were set i n i t i a l l y  equal t o  unity. 

ICODE of the vector KEY i s  changed t o  zero whenever the optimizing subroutine 

numbered ICODE reaches one of i t s  internal stopping rules. 

t o  block a new c a l l  t o  subroutine numbered ICODE i n  a stage of the calcu- 

l a t i o n  process where it reached some internal stopping rule, e.&, lack of 

convergence after cer ta in  maximum number of i terat ions.  

KEX i s  very similar t o  tha t  of LOCK. 

The element 

KEY i s  intended 

The role  played by 

KEY and WCK are interrelated and it 
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is  important t o  remember t h a t  reaching one internal  stopping rule of the op- 

timizing subroutine does not mean unsuccessful use; the work of the sub- 

routine, up t o  that  point, may be very w e l l  better than the previous one. 

Nevertheless, and because the control on calls i s  exercised by I X K ,  it is  

required t o  have the substitution statement described previously. Hence, 

IOCK(IC0DE) w i l l  present a value of zero even though subroutine numbered 

ICODE w a s  not considered a fai lure  by ADAPT. 

A commnt is  printed out now indicating the number of the trial, 

the optimizing subroutine used, the f a c t  that  the use of the subroutine has 

been a success and the number of functional evaluations. 

In such cases where the result of the trial i s  not considered 

be t te r  than the previous one control i s  transferred next t o  statenent 21. 

me bookkeeping operations described for the successful use are carried out 

here fo r  the unsuccessful one, t ha t  is, 

JsTI(I!CRIA) = O  

U~C(ICODE) = o 

P m  m COMMENT 

Subroutine OUTPUT may be called here under the  discretion of KR5. 

After returning from OU" or  after skipping the command cal l ing OUTRIT, 

the state probabili t ies of t h e  system are recomputed by subroutine RCPRO, 

0-0 the nuuiber of trials increased by unity and f ina l ly  loop 

is  closed as described ea r l i e r  i n  this section. 

. It is worthwhile t o  explain br ie f ly  the operation of subroutine 

OPTIW since it plays an important ro le  i n  the operation of ADATT. 
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C. Subroutine OPTIW 

After one of the optimizing subroutines has been selected, and pro- 

vided previous initialization of the decision criterion carried out by sub- 

routine IDECI, subroutine OPTIW is called by ADAkT. 

Tbe program parameter I3k determines the entry point to OP!!?IMU. 

LLb is set equal to unity by RSDPA so the entry point for the first time 

will be statemnt 9. 

and zero respectively. 

section describing the optimizing subroutines. 

next to evaluate the objective function at t he  initial point. 

point must be selected by the experimenter and it is obvious that the 

chosen point has an important effect upon the amount of time necessary to 

complete the optimization computation. 

cerning the problem under study will be of great value in selecting a point 

not too distant from the one he is seeking. After the function has been 

evduated at the starting point the following substitution statements are 

executed 

The vectors U(1) and m(I) are initialized to unity 
The role of U(1) and IUT(1) is found in a subsequent 

Subroutine WALT is called 

The starting 

Knowledge of the experimenter con- 

FMAx=m 

PFMAx=rn 

PBESV(J) = m(J) 
BESV(J) = FN(J) for J = 1, H 

The functional value at any time is stored as SlV and the corresponding 

vector as PrJ. The substitution statenents are just the initialization of 

those variables to the best values so far, that is, the initial ones. 

is reset equal to two and it keeps th i s  value unless modified 

by subroutine SrJICOa in later stages of the process. Hence, subsequent 
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calls t o  subroutine OPTIW w i l l  have as entry point statement 10. 

The portion of subroutine OFTIMU between statements 10 and 20 con- 

t a in s  the commands t o  c a l l  the different optimizing subroutines. 

portion contains also clock readings and counting parameters t o  record the 

tim each one of the subroutines is used and the number of times they were 

called respectively. 

routines are used all together. 

This 

NIOOK stores the number of times the optimizing 

The next statement is  a computed GO TO guided by NGO as follows: 

Go To (21, 2 9 ,  NGO 

AGO brings its value f ronthe optimizing subroutine i n  use. NGO is  set equal 

t o  two if  some internal  stopping rule of the subroutine occurs. Here, a 

camment is  printed out indicating the number of the subroutine, the number 

of the trial and the number of functional evaluations i n  the trial. The 

element ICODE of the vector KEY is set equal t o  zero as was  previously ex- 

plained, the par-ter IOR equal t o  unity ( i t s  work is described l a t e r )  and 

the vector LE equal t o  unity. 

selection of a new subroutine. 

Control is  then returned t o  ADAPT fo r  the 

Each t i m e  the optimizing subroutines require a functional evaluation 

control must be transferred t o  OETIHJ which c a l l s  subroutine EVAUII. EVAIIT 

evaluates the function being optimized; i n  th i s  sense, EVALT defines the 

o p t m z a t i o n  function. 

and transfer is made t o  statement 21 rather than t o  statement 25. 

IVGO is set equal t o  unity by the subroutine i n  use 

Subroutine DECIS is called in statement 21. DECIS merely tests if  

the chosen decision c r i te r ion  f o r  switching from one optimizing subroutine 

t o  another (end of one t r i a l )  has been met and if so it sets Ill0 equal t o  two, 

control is transferred next t o  statement 14 where U R  and the vector LE axe 
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reset t o  unity before returning t o  ADAPT. 

not yet  been reached I130 is  se t  equal t o  unity and control transferred t o  

statement 15. 

e t e r s  NEL amd IPEU are increased by unity and subroutine OtrpAfi called if  

ICR20 is so indicating. 

subroutine is  evoked again and the whole process re ini t ia ted.  

If the decision c r i te r ion  has 

Subroutine WALT is  called at  this  point, the control param- 

Transfer is made next t o  statement10 where the saw? 

Before finishing t h i s  section on the adaptive process it is of 

in te res t  t o  include sane comments suggested by our limited experience with 

the program. 

D. 

There are m a ~ y  obscure aspects i n  re la t ion t o  the work of ADAPT 

and OPTIMJ and their related subroutines. New ideas, changes, deletions, 

and other suggestions of readers will be most welcome. 

&me C m n t s  on the Adaptive Process 

Perhaps the most important point and, unfortunately, the most ob- 

scure one, concerns the proper time f o r  switching from one optimizing sub- 

routine t o  another. On the  one hand, the c r i t e r i a  should be general enough 

t o  include measurable and def ini te  points compatible w i t h  all the subroutines 

(number of functional evaluations, periods of tim of equal duration at 

work, etc.). 

is dangerous. 

a new subroutine precisely at  the mament i n  which the present subroutine as 

a consequence of a set of just exploratory attempts is  after the right path. 

This is  extremly important i f  we wish t o  introduce accelerating convergence 

procedures. 

On the other hand, basing the changes upon too general c r i t e r i a  

& man8 of general criteria we can perfectly well be cal l ing 
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The comments of the preceding paragraph strongly suggest a homo- 

geneous group of subroutines, with similar iterative structure even though 

conceptually different. The selected subroutines, for example, s h o o  be 

able to begin the computation process at any arbitrary point. !!kat point 

could be the experimenter's decision at the very beginning of the process or 

the last point left by another subroutine as a consequence of the switching 

criteria. 

Accelerating convergence procedures are of great importance and 

valuable help. 

with a homogeneous set of optimizing subroutines we should not forget that 

proper combinations of apparently nonhomogeneous techniques may speed up 

the convergence to an answer. 

It i s  interesting to say that while it is important to work 

Another important point has to do with the effect of the sequence 

of calling optimizing subroutines upon the efficiency of the optimization 

process. 

ties whenever there is no information on hand about the problem. As a con- 

sequence each optimizing subroutine has the same probability to be selected 

at the beginning of the calculation in accordance with the randan selection 

already described. In accordance again with the selection process presented, 

the optimizing subroutine wtth the highest probability will normally have the 

highest chance to be reused in later stages of the calculation. 

this to be a satisfactory way to select optimizing subroutines. 

are saglewhat concerned about the effects of the calling sequence. 

search may lead to better ways of selection. 

Identical values shall be assigned to the initial state probabili- 

We believe 

However, we 

hter re- 
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IV. Subroutine SIOICON 

SRICOn is called by MAIN, whenever 1c~16 > 0, after an optimization 

calculation is  completed. 

zation calculation on the same problem with altered parameter values, and 

possibly also w i t h  new values for  the optimization parameters. 

culation is  completely independent of the preceding ones, and is normally 

used t o  check previous solutions. 

SNICON provides a means f o r  repeating an optimi- 

Each recal- 

One standard option (LL5 = 1 )  starts the recalculation a t  an i n i t i d  

point remote from the optimum point already located, but within the region 

defined by the constraints (F9MA.X and F'"). If the variables are uncon- 

strained, the user must provide arbitrary constraints that will then be used 

t o  determine the location of the remote point. 

The recalculation can be arranged as a continuation of the pre- 

ceding one (U5 = 2). 

be a t  the optimum already found. 

change i n  the search parameters t o  provide increased accuracy i n  the results. 

In problems involving relaxation parameters that require r ead jus t en t  during 

the i t e r a t ive  optimization process, as f o r  mathematical programm-tng problems, 

SlOICOa does this. 

I n  this instance, the new i n i t i a l  point w i l l  normally 

The usual objective i n  t h i s  is t o  permit 

The control parmeter "C, as was described i n  subroutine RSDTA, 

specifies the number of recalculations t o  be made under EXCCON. 

OPTIMIZING SUBROUTRBES 

Four subroutines were chosen t o  form our first set of optimizing 

procedures f o r  GROPE which are brief ly  described i n  t h i s  section. 



authors2' 

Four more 

c 

The d i r ec t  search technique known a8 BEST UNIVAR developed by the 

at The University of Mlchigan is  ready t o  be added t o  GROPE. 

subroutines are under study t o  introduce the necessary changes t o  

make them c q a t i b l e  with GROPE. These subroutines are VARMINT, SIIEP, MIIUUH 

and PARTAN. 
4 elsewhere. 

Same experiences with these optimizing procedures are reported 

The four optimizing subroutines forming the core of GROPE were 

writ ten as subroutines of our general master programs fo r  optimization (part 

of other research). They have been tested independently with several sample 

problems. 

One of the subroutines was written in 3KEQRAM 11, at The University 

of Michigan, as part of another research project. 

Berkeley system 

It was adapted f o r  the 

then translated (using  SIP^) t o  m m  IV. we cu 

this subroutine KMX. WOK ie based on Ideas presented fo r  the first time 

i n  the Westinghouse Scient i f ic  Paper 10-1210-1-P1 by R. Hooke and T. A. 

Jeeves. I N K  was coded i n  XE4TRAM I1 and presented with several. applica- 

t ions in the Westinghouse Scientific Paper 6-41210-1-Pl by C. F. Wood. Our 

2plood, Merrlll M. and Alberto Leon, "A Direct Search Code fo r  the 
Estimation of Parameters in Stochastic Learning Models," Mental H e a l t h  
Research Ins t i tu te ,  !he University of Michigan, Preprint 109, May 1963. 

h o o d ,  Merril l  H. eld Alberto Ieon, "A Generalized Direct Search 
Code for Optimization," Mental Health Research Ins t i tu te ,  The University of 
Michigan, Preprint 129, June 1964. 

%chniques " Space Sciences Laboratory, Internal  Working Paper No. 20, 
4Lc0n, fiberto, "A Caoapariaon h n g  E i g h t  Known Optimizing 

August 1964. 

5The paper was published subsequently i n  Journal Aesoc. Computing 
W i n e r y ,  1961, 8, 212-2290 
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subroutine is a m o d i f i e d  version of the original KXK even though the main 

ideas remain unchanged. 

of IIXlBE's original F O R "  I1 code. 

We a r e  indebted to  Mr. Wood for  a capy of the deck 

The other three subroutims were written i n  E" IV for  GFtOPE. 

These optimizing subroutines are a Simple Rardm Strategy (RMJWM), a 

Shrinkage Rardcun Strategy (Ei"K), and the Satterthwaite strategy (SA!f!TER). 

Our C o d e 8  f o r  RARDOM, SERIRK and SA!ITE8 axe based on ideas pre- 

sented by D. s. McArthur i n  the &so Research and Ebgineering Report No. 

RL34M61. 

working decks. 

We are indebted t o  Dr. &Arthur fo r  a Fo#pRAA I1 copy of all h i s  

The frilldamental difference between our version and EzcArthurls 

original ideas lies i n  the orientation of our present recearch. Costs in- 

volved i n  making the experinrent8 and values associated with the 8- tests 

are  not taken i n to  account here; but  they play an important role i n  

McArthur's work. Another important difference is  the fact that McArthur's 

work is main ly  stochastic i n  nature and we are not considering stochastic 

optimization, at least i n  this stage of our research. Sospe additional 

changes were introduced t o  laake possible the use of these subroutines by 

GROPE. 

There exist three program parameters t o  guide the optimizing sub- 

routines i n  sonre phases of the work which are  identical  i n  all of them.  These 

parameters are: 

LF,(I), a vector of RCODS elerPlents 

IJJT(I), a vector of ROCDS elements 

The first executable camnand of each optimizing subroutine is  a 

computed GO rP0 statement with two transfer points as follows: 
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LOR is  set equal t o  unity by MAIll and consequently the above statement causes 

control t o  be transferred t o  statement nl. 

name of the incoming subroutine and immediately after that  IxlR is reset t o  

two suppressing the previous pr in t  out from subsequent c a l l s  t o  the s ~ m e  sub- 

routine within the s- trial, A t  the elrl of a trial, at  the beginning of a 

new problem or before returning from SHICOH, whenever it is used, ILlR is set 

equal t o  unity again. 

i n  use. 

This statement pr in ts  out the 

This gives proper identification of the subroutirre 

It was stated previously that each time the optimizing subroutine 

i n  use requires the evaluation of the objective function control must be 

transferred t o  O P f I H J  which i n  turn calls WALT. 

the entry point t o  the subroutine after returning from OPl!IHJ. 

equal t o  unity at the beginning of the run and also at the end of each trial. 

Proper value is assigned t o  element ICODE of the vector LE before leaving 

for each functional evaluation assuring that return is made t o  the right 

point as may be Been i n  the F€)RTRAtV IV listings, 

The vector =(I) controls 

=(I)  i s  set 

Soae optimizing subroutines establish at  the very beginning of 

the run parameters t o  be used later on as step s izes ,  f ract ion of the oper- 

ating space t o  be inspected and the like. However, these parameters are 

reevaluated during the coanputation process as a function of earlier results 

or  at &f in i te  points during the process. Recause of the sequential nature 

of GROPE one would not want to  reuse the i n i t i a l  values of these parameters 

unless so decided by the subroutine in weement  with the aptiBlizing pro- 

cedure. In other words, if a subroutine is l e f t  and, l e t  us say, certain 
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step size was i n  use at that t is, it is desirable t o  u t i l i z e  the sane one 

the next time the subroutine is called back again. 

cises the required control to ensure the abwe condition is satisfied. 

is  set equal t o  zero by OFTIKJ and the element ICODE of IUT reset t o  unity 

whenever necessary. 

The vector IUP(1) exer- 

IxlT 

The set of optimizing subroutines actually working w i t h  GROPE w e s  

subroutine T E S E O  and subroutine TOSS. 

Subroutine TESPCO makes it easy t o  include side conditions present 

in a problem that are diff icul t  t o  t r e a t  more direct ly  as part of the function 

t o  be optimized. TEspco is called if  ICRll> 0. The c a l l  is executed after 

changes have been made in the value of the variables by the optimizing sub- 

routine but before cal l ing the evaluating subroutine EVAUP. 

make it clear that we distinguish between constraints and side canditions. 

'tipper or lower limits imposed upon the variables are treated here as "con- 

s t ra ints ,"  and are controlled by KR6, KR7 and KR9 i n  the optimizing sub- 

routines. 

t ions or  inequations such as 

We should 

More general res t r ic t ions on the variables, represented by equs- 

a < x i + x  + x , s b ,  or 

c > x i + x  > d ,  

3 

3 

- 

are called side conditions and treated within TESTCO. 

The above scheme may be unnecessary in  new procedures brought into 

GROPE i n  the future. 

boundaries problem. 

or ig ina l  version eliminates reprogramming and possible errors.  

They probably have their  own way of handling the 

Keeping the subroutines as close as possible t o  the 
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The other subroutine of general use i s  TOSS. TOSS i s  called by the 

optimizing subroutine whenever KR > 0, and permutes the components of the vector 

HORYI: randomly. 

of solution for  cer ta in  classes of problems when TOSS is  used. 

RAW, a MAP routine l i s t e d  i n  Appendix D. 

generator, f o r  numbers distributed uniformly between zero and unity: RAM2 

is borrowed from the Michigan System (in FAP) but the necessary modifications 

have been made t o  make RAM2 compatible with the IBJOB monitor a t  Berkeley, 

and usable with RBTRAlV IV programs. 

We have found substantial improvements i n  quali ty and speed 

TOSS uses 

RAM2 i s  a pseudo-random nuniber 

'Brief descriptions of LOCK, IfAKDOM, SHRINK and SA!CTE3 are given 

below. Flow Charts are included i n  Appendix C and RXCPRAN I V  Listings i n  

Appendix D 
. 

I. SIMF'IJi RAllMln (Subroutine RAMDOM) 

The RAloDon search strategy is presented and discussed by Brooks 6 ,  7 

who suggests this strategy as a helpful one i n  problem with large number of 

variables. 

t i on  on hand about the nature of t h e  problem. 

RANDOM w i t h  problem involving f e w  variables and expensive tests.  

strategy is  not an i t e r a t ive  method but the mechanics of the code could be 

considered similar t o  the ones using i te ra t ive  procedures. 

RAl!DOM is a good technique t o  use whenever there i s  no infoma- 

It seems inadvisable t o  use 

The EUWDOM 

I n  SIMPm RAKDOM, tests are simply run a t  random; that is, the 

l eve l  of each variable i s  s e t  a t  random within predetermined limits. Mo use 

Brooks, S. He, "A Discussion of Random Methods fo r  Seeking Mexima," 6 
Journal of the Operations Research Society of America, 6, Hoe 2, 1958. 

of the Operatione Research Society of k r i c a ,  7, Ho. 4, 1959. 
Brooks, S. II., "A Comparison of Maximtua Seeking Methods," Journal 7 
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i s  made of past data i n  deciding where the t e s t  should be run. 

response attained i s  accepted a8 the optinrum. 

The highest 

The parsmeters of RAllDOnwere explained i n  the presentation of sub- 

routine RSDTA. 

There are two stopping rules i n  the operation of RAIVDOM: 

a. Whenever the maximum number of cycles without signifi- 

cant improvement i s  reached; 

b. O r ,  i f  the above is not reached, a t  the completion of the 

t o t a l  number of cycles. 

It i s  important t o  say a few words about the meaning of improvement. Im- 

provement is accepted within a cycle so long as it is recognizable i n  the 

full significance of the machine. In order for  the best  point of a cycle t o  

be considered better than the best one of the previous cycle, the point has 

t o  be bet ter  than the other by a prescribed fraction of it. For example: 

If we define SC = beet point of present cycle 

SP = b e s t  point of previous cycle 

TOL = fraction of impravenent 

we s a y  that improvement occurs i n  a dnimization problem, t o  be specific, i f  

SC < SP + 'FOL * ABSF(SP) - 
Besides the control keys used i n  the general program SIHPLE FtMDOM 

u t i l i z e s  KRl7 and KR4 t o  guide calls t o  subroutine OlfiRfi in the wary de- 

scribed i n  Appendix B. 

II. SERIIKAGE RARDOH (Subroutine SEKCIUC] 

The Shrinkage RandomPIethod is described and analyzed by 'Brooke i n  

the references inserted i n  footnote of page 26. 
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The shrinkage strategy i a ,  i n  a sense, the taame! as SIWPLE RAXDOX. 

Here the searchingspace is gradually reduced as the remearch program continues. 

Tests are run purely at random within the operating limits for  RTOS t es t s .  

The operating space is then reduced (s") by a fraction, with the beat re- 

sult discovered so far as the center of the remaining operating space. KfoS 

t e s t s  are then run at random within the reduced space. 

tinues until one of the etopping rules i s  met. 

This procedure con- 

A l i s t  of the parameters used by SEFElK i s  found together with our 

description of subroutine RSlffA. 

As i n  SIMPLE RARDon there ex is t  two stopping rules i n  SIRIRK: 

a. Whenever the maximum number of cycles without s ignif i -  

cant iBPproverrent is reached; 

b. O r ,  if the above is not reached, at the completion of 

the t o t a l  nuabcr of cyclea. 

The users of the Si- idea report t ha t  the computer resul ts ,  in presence of 

noise, have shown that S"C does not show any significant advantage Over a 

purely RAHDOH search strategy. It is our experience, however, that in prob- 

lems where noise is absent and the objective function is not ill-behaved, 

SBRIBK performs better than SIMPLE RANDOBI. 

with what vt had expected. 

These resu l t s  are i n  agreewnt 

The r u l e s  for iaproveaent are the same as in RAZCDOM. Y!he options 

for output printing are the same also and are controlled by the same keys. 

111. -AI= SFfWCEGY (Subroutine SAlPlgR) 

8 !€%e Satterthwaite Strategy i 8  fu l ly  deacribed by Satterthwaite and 

'htterthwaite, F. E., "REVOP or Evolutionmy weration," 
S t a t i s t i c a l  Engineering Ins t i tu te ,  Report No. 10/10/59. 
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i s  ju s t  one of the lsany possible way8 of introducing the random search ideas 

i n  optimization strategies. 

The atrategy works as follows: "A s ta r t ing  point i s  picked at  
* 

random and a test  i s  run. 

N-dimensional space) and an experiment is  run one step i n  that direction. 

If t h i s  gives a result which i h l  poorer than the f irst  resul t ,  a step is  taken 

A direction i s  then also picked at random ( in  the 

i n  the opposite direction and another t e s t  is run. If thicl result is  better 

than the original experiment, additional steps are taken i n  the same direction 

u n t i l  an optimum has been exceeded. Another direction is  then picked at  

random, s ta r t ing  from t h i s  optintum point, and steps are taken along the new 

vector u n t i l  another xmximum has been exceeded" (Esso Research Report). 

As &Arthur points out, t h i s  strategy differs from the other stra- 

tegies i n  the way things are handled a t  the boundaries. Satterthwaite sug- 

gests tha t  if a vector reaches a boundary it should be rebound from the 

boundary rather than stopping at it. There are many other ways of solving 

the s i tuat ion at the boundaries depending upon the characterist ics of the 

problem as well as on the nature of the constraints. BESF URIVAR, as an 

example, uses a compromise betreen stopping at  the boundary and returning 

inside the region. 

The parmeters required ?xy S- are listed i n  the description 

of subroutine RSDTA. 

rules i n  SATPW: 

Ae i n  the previous s t ra tegies  there are two stopping 

a. Whenever the EUU&UWU number of changes i n  direction 

without eignif icmt ilaprwelllent i f 3  reached; 

* 
Or a r t  the discretion of the experimenter. 
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. 

b. O r ,  if the previous one is  not met, at the completion 

of the t o t a l  number of eqeriments. 

SAIfiW accepts improvement, going i n  the 88818 direction, so long as 

it i s  recognizable i n  the full significance of the machine. 

same ideas of RAHDOM asd SMUlQC, i n  order for  the best point of a particular 

direction t o  be considered be t te r  than the best point of the previous direc- 

t ion,  the point has t o  be bet ter  than the other by a prescribed fraction of it. 

Following the 

N. PAT!PEFW SEARCH STWCEGY (Subroutine LMX) 

IMlK is fully described i n  the Westinghouse publications mentioned 

e a r l i e r  i n  this paper. 

IXMR m y  be described br ief ly  as follows: 9 

1. Initialization-A s ta r t ing  point for the search is  calcu- 
* 

lated and stored. 

2. Exploratory Search--Various moves are made t o  detemine a 

Any move whiah i s  bet ter  than desirable direction fo r  the search. 

the reference value is kept and becomes the new reference value. 

Om the i n i t i a l  entry o r  whenever the exploratory search i s  not 

inmediately preceded by a pattern move, the reference value ia the 

lset base point. 

value at  the end of the pattern move. 

Following a pattern move, the reference is  the 

3. Success?--If the best value fourd for  the function during 

the exploratory search i s  be t te r  than i t a  value at the last base 

point, 8 new base point is established. 

point i s  restored. 

Otherwise, the last base 

%wd, C. F., "Recent Developments i n  'Direct Search' Techniques," 
Westinghouse Reseerah Report 62-159-522-RI.. 

* 
O r  given sa data. 
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4. Save base point and rake Pattern Move--The l a t e s t  functional 

value replaces the previous value and the corresponding values of 

the independent variables do likewise. 

point. 

variable away from the l a  e s t  base point value by an amount equal 

t o  the difference between the old and new base point valms. 

pattern move i s  always followed immediately by an exploratory search. 

This establishes a new basre 

The pattern move is  generated by moving each independent 

A 

5. Restore Last Base Point--The independent variables are s e t  

The functional at the values corresponding t o  the last bmee point. 

value fo r  the same point becomes the i n i t i a l  reference f o r  tes t ing 

the individual moves of the exploratory search. 

6. Had Pattern move jus t  been made--If the exploratory search 

preceding the fa i lure  was i t s e l f  preceded by a pattern move, per- 

form another exploratory search. Otherwise, check for search corn- 

ple tion. 

7. C a n  step s i z e  be reduced--If the step sizes far all the 

independent variables are at the i r  minima, the search is  complete. 

Otherwiare, reduce step size and perform another exploratory 

search. 

Our version of ILKlg presents, as was said before, some differences 

with the above dercription. 

One of the modifications concerns the order i n  which the variables 

are t o  be analyzed. 

same regular order, while i n  our vererion the experimenter has control over 

the order by mem~ of a vector read i n  as data. 

The original LOOK ex8mines the variables always i n  the 
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. 

Another major change gives access for  controlling the generation of 

the pattern move. 

difference between the old and new base point values. 

t h i s  difference by a factor (DELTA). 

f u l  DELTA is increased by SHRUN the next time. 

In the original K)OK the pattern vector i e  equal t o  the 

Our version multiplies 

Moreover, i f  the pattern move i s  success- 

An option t o  inspect j u s t  a portion of the se t  of variables i s  

also available i n  our version together with the possibi l i ty  of making t e s t s  of 

grouping effects  by performing the optimization w i t h  different subsets of the 

en t i re  s e t  of variables. 

The parameters which are necessary for  the operation of UXK are pre- 

sented i n  our description of subroutine RSDTA. 

The final termination of the search i s  made when the step s ize  is 

suff ic ient ly  small (DEZAUN) t o  insure that the Optimum has been closely ap- 

proximated. 

imposed by the cans of computation. 

t ions occur at the 8- t ime,  namely (1) the step size is at laininsum (DEL"$) 

and ( 2 )  the forward and reverse Qoves of a l l  independent variables f a i l  

following a base point test failure. 

In any case, the step size must be kept above a pract ical  l i m i t  

The search is  stopped when two condi- 

As i n  the techniques described previously there are two c r i t e r i a  

for move evaluation: 

a. Ebaluation of individual mmes: here, an improvenent 

i s  accepted so long as it is  recognizable i n  the full  

significance of the machine; 

Test to determine whether a new base point has been 

found: i n  the base point t e s t ,  the point has t o  be 

better than the last by a prescribed fract ion of the 

b. 
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last  point. AB before, this fraction i s  given by TOL. 

As Hooke and Jeeves say, "In practice, pattern search has proved particularly 

successful in locating minima onhypersurfaces which contain 'sharp valleys'. 

On such surfaces claseiaal techniques behave badly and can only be induced 

t o  approach the minimum slowly." 

Internal options are available for testing boundaries and output 

printing. Control keys exercise the control of these options. 
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OPERATION OF GROPE 

GROFE uses t o  a t t a i n  i t s  second objective, a t  least i n  its 

present stage, the Overlay Feature of IBtDR (The Loader Operating under the 

IBJOB monitor, Berkeley System). 

' % v e r ~ 1 0  is a method of core storage u t i l i za t ion  by jobs that 

exceed the capacity of core storage. 

be executed by the overlay method into links. 

The programer divides the job t o  
46 

A l i n k  i s  one or more decks 

of a job. One of these links, called the main link, i s  loaded di rec t ly  into 

core storage and remains i n  core storage throughout the execution of a job 

along with the Overlay subroutine and the  tables required f o r  execution. 

The M e r  writes the other l inks,  called dependent links, on some external 

f i l e .  A dependent link is one that  i s  usually i n  core storage only at the 

t i m e  it is being used. It can be overlaid by other dependent links." 

We include i n  Pgpendix E three possible averlaying schems of 

GROPE. 

later on i n  t h i s  section together with their operating differences. 

Solpe of the advantages of each one of them w i l l  be pointed out 

In 

the figures of Appendix E, the vertical. l ines  represent a l ink,  or links, 

i n to  which the program has been divided. Each l i n k  may contain one or 

more decks or  subroutines. me horizontal lines indicate the logical 

origin of the links. Link 0 is the n a b  l ink,  and remains i n  hi&speed 

core storage at dl times; the other links are stored i n  11- external 

f i l e  . 
%sers ma, University of California, CaaPputer Center, 

Berkeley, Chapter VII, Section J (The Loader). 
* Programs or  subprograms. 
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"Overlayn can be induced only by the execution of a CALL froon a 

l i nk  that is  presently i n  core storage to 8 l i nk  that  is  not i n  core storage. 

When a C A U  statement is  executed in a l i n k  t o  any of the decks contained 

in another l ink ,  the incoming l i n k  replaces the l i n k  i n  core storage t h a t  

has the stme logical  origin as the incoming l i n k ,  and will also overlay all 

deeper links i n  the s8me chain below that  logical origin. 

sequence of links i n  core storage from the deepest l i n k  required, through 

whatever links precede it, t o  the main l ink.  It is assumed that the normal 

way of terminating the execution of a deck i n  a dependent link will be with 

the REIURlv statement." 

A chain is a 

Referring t o  Scheme A of Appendix E, as an exaq le ,  the possible 

configuration of links i n  core at any given time is: 

(1)  ink o (main l i n k )  only 

(2) L i n k O a n d L i n k l  

(3)  u n k o w L i n k 2  

(4) Link 0, Link 2 and Link 3 

( 5 )  =I& 0, 2 and Link 4 

( 6 )  unk 0, x h k  2,  ink 4 and unlr 5 

(7) unlr 0,  ink 2, unlc 4 and r.,m 6 
(8) unk 0, mik 2, Link 4 asld Link 7 

(9) unk 0, ];ink 2, Link 4 and ~ n k  8 

Figure No. 4 of Appendix E shaws a schematic representation of the 

above aver- structure as it is assigned t o  high-speed core storage. "he 

input/output buffers will occupy the unused high-speed core storage area 

?%e 10, p. 36. 
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between the longest possible l i n k  configuration, number 8 of the exaaple 

presented, and the highest available core storage location. The FOR!l!RAR 

CtB43N area, if used, will be assigned follaring the library subroutines. 

Three Different Overlaying Structures 

We have been using the overlaying feature as an instructive and 

necessary exercise even though the capacity of high-speed core memory has 

not yet been exceeded. Buwever, it is expected we w i l l  face this problem 

very soon w i t h  the addition of new optimizing subroutines and alternate 

adaptive mechanisms. 

Many are the overlaying schems GROm can use; three of the many 

possible ones are i l lus t ra ted  i n  Appendix E. 

The presence of a hi@ number of links provides space i n  hi&- 

speed core memory either for bigger or more optimizing subroutines. Earever, 

the existence of too nuany links requires a l o t  of loading and unloading 

operations i n  the high-speed core mmory unit. 

considerably the execution time. We include next, 88 an i l lus t ra t ive  

exmrple, 8- of the operational characteristics presented by the group of 

S t I ' U C t u F e S  of Appendix E during the solution of a particular problem. 

llhese operations increase 

a. Ho over- f ea%ure : 

Execution time: 185.2 seconds 

lOuniber of trials: 37 

Arnctional Evaluations: 7035 



b. Scheme "C": 

Execution time: 190.7 seconds 

&hk 1: loaded 10 tiPlle8, moaded 10 t-6 

Link 2: 

 ink 3: 

Link 4: 

Humber of trials: 37 

Functional Evaluations: 7035 

loaded 8 t b s ,  unloaded 8 times 

loaded 7 tines, unlo~ded 6 times 

Loaded 8 t-s, unloaded 8 times 

C.  Scheme "B": 

Fkecution t ime:  403.8 seconds 

Link 1: 

Link 2: loaded 2 times, unloaded 1 tinbe 

Link 3: 

loaded 2 times, unloaded 2 times 

loeded 4 t-8, unloaded 4 t-6 

Link 4: 

Link 5: 

Link 6:  

Mumber of trials: 13 

mctid Evaluations : 2693 

Problem unfinished (Actual execution tise exceeded 

loaded 1 time, unloaded 1 time 

loaded 1 time, unloaded 1 time 

loaded 3 times, unloaded 3 times 

allowed t- for execution.) 

d. Scheme "A": 

Execution time: 385.2 seconds 

unk 1: loadad 1 time, unloaded 1 time 

Link2: loaded1tiEe 

Unk 3: loaded 2 times, unloaded 2 t*s 



Link 4: l o a d e d  2 t-6, &Oaded 2 t ime8 

Link 5: 

Ii~nk6: l o a t i e d 1 t i ~ l e  

Number of trials: 2 

loaded 1 time, unloaded 1 time 

Functional Evaluations: 457 

Problem unfinished (Actual execution time exceeded 

a.llowed time for execution.) 

!be following figures i l l u s t r a t e  the increases i n  available 

space f o r  optimizing subroutines with each one of the previous structures. 

It must be said that the available space i n  hi&speed core nmaory is  

a l so  a function of the s i ze  of subroutine EYAUT. !he s ize  of EVAUP i n  the 

specific case we are describing is 13,361 octal  locations (up t o  lW8 

locations must be reserved for  input/output buffers). 

Scheme Highest used core location Highest usable core location 

The highest core storage location used by the program without 

the optiPlizing subroutines (i.e.? Link 0 plus the system routines in 

Scheare "C") is  5p568. 

requires 2021 o c t a l  locations. 

220008 locations available f o r  optimizing subroutine8 whenever using a 

The biggest of the optimizing subroutines (Ixx]Io 
We have then an approximate number of 

subroutine m m  of 133a8 l0CatiOnS. This that  the biggest Opti- 

mizing subroutine we can load into high-speed memry using Schew "C" is  



one of 220008 size.  

fo r  us t o  choose a different  overlaying structure. 

If we come across a bigger routine it wi l l  be necessary 

When we talk about the size of subroutine FXAIlI! we imply the sub- 

routine itself plus the associated ones it may require f o r  its proper work. 

OROPE as it is written now is  adequate t o  treat difficult  optimi- 

zation problems involving as many as 100 variables. 

As was previously stated the programhas SOBE subroutine8 that the 

user must write and campile i n  order t o  treat his particular optimization 

problems. 

mized, the additional routines required by EVm, and TESTCO whenever side 

conditions are treated in the way described i n  our presentation of sub- 

routine !CES!KO. MOPE is written as a minimization code, arbitrarily and 

without loss of generality since minimizing a function F is the s8me as 

maximizing -F. Nevertheless, the user must have this  f ac t  i n  mind since 

the tests for  improvement i n  the functional value follow the minimization 

cr i ter ion.  

These subroutines are EVAIE t o  evaluate the function being opti- 

The following subroutines should be modified i f  additianal opti- 

mizing subroutines are added t o  GROPE: 

1. RSIIPA, including the parameters required by the incoming 

subroutine or subroutines . 
OPTIEU providing the cal l ing s ta temnts  f o r  the new sub- 2. 

routine or subroutines. CUXX readings aad counting 

vectors must be included also. 
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3. C" with the deeired variables ard paraneters to be 

printed out in accordance with our description of sub- 

routine OU!I!PW. 

The new optimizing subroutine or subroutines. 4. 

It must be recalled that the actual maximum possible nuniber of 

optimizing subroutines is 20. 

further changes in the dimension statements (LE, KEY, LIZ, F.P, ISH, UXK, 

PFtOB, SPROB, FfNB, and Urr) are required. 

If more than 20 subroutines are to be present 

To incorporate additional adaptive mechanisms, proper changes nust 

be introduced in subroutine RCPRO and Subroutine LPRMP. Additions to sub- 

routine OU!PPUT m y  be desirable in these cases. 

Hew decision criteria for switching from one optimizing subroutine 

to another will ask for modifications in subroutines IDECI, DWrr and OP!FI~JU. 

Since IDgcI and DECZ handle the initialization of the chosen criterion and 

subsequent tests respectively, they are supposed to include the incoming 

criteria. 

so it probably requires saw changes as we=. 

OP!CDW provided the new decision criteria use in some way the number of 

functionsl evaluations or the amount of t i m  at work. These criteria are 

already incorporated in the progrsm by means of variables 

vectors ISE a d  NT. 

Subroutine O m  csfiies out counting operations and the like 

No changes are necessary in 

and loEw and 

Core storage aspects were described briefly in the section en- 

titled "Operation of CcROpE". 

It I s  understood that changes in the program must come together 

with proper modificatione in the RXTRfUV C O M "  statement. It is advisable 
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. 

t o  follow very close the instructions concerning "The c0-1~ Statement" 

given i n  the IEMreference manuals whenever changes i n  the CC)MS% blocks 

are  t o  be introduced. 

symbolic aclllle) trying t o  reduce as much a6 possible the number of future 

changes. 

fo r  instance, are i n  one C O W N  block (e.g., CO"/REP/  for  subroutine 

The variables were assigned t o  each block ( w i t h  stme 

Hence all. the parameters associated with a particular subroutine, 

=I. 

The program as described in t h i s  paper i s  completely de- 

bugged and has been tested with several sample problems. However, we have 

not had enough experience as yet t o  permit us t o  make conclusive statements 

about its work. 

i n t e r e s t  are necessary now t o  iarprove the program and t o  meet the goals 

proposed in our Introduction, 

A large nmiber of different users with different areas of 

'Ehe code has been presented under the assmugtion that dgebra ic  

expressions f o r  the optimization function, the side conditions,and the 

constraints a m  a l l  available. 

f o r  all that is really necessary is to have subroutine EVALT--at least with 

the present group of optimizing subroutines. For example, EVAUP might be a 

simulation of some process tha t  would yield functional values but without 

having the function available i n  algebraic form at all. This aspect de- 

serves careful attention while deciding about additional optimizing sub- 

routines t o  be brought in to  GROPE. 

require algebraic expressions for the objective function except the so- 

called d i rec t  search techniques (IDOK, BeST UHIVAR, RANDOM, etc,). 

lphis was for purposes of exposition only, 

Most of the loaown optimizing procedures 

The need 
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for  such algebraic expressions might very well r e s t r i c t  the actual scope 

of GROPE, i ts  generality and its flexibility. 

There are several important aspects of GROPE deserving further 

research, 

subroutines is a crucial  one. 

celerating convergence procedures both as components of the optimizing 

subroutines and as independent devices t o  guide and l ink the work of 

successive subroutines, A m r e  flexible feature than the overlaying 

structures will become necessary with the addition of other optimizing 

techniques. 

research on GROPE. 

The choice of decision criteria for  switching optimizing 

Also of great importance is  the use of ac- 

These are only a f e w  among the problems we face i n  our future 
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Glossary of Parameters, Variables and Subroutine Names 

Al (RCPRO), 

A2 (RCPRO), 

Bl. (RCPRO), 

Besv (ADAPT, O P m m ) ,  

C1 (RCPRO), 

C2 (RCPRO), 

DAMBL (SarCON), 

DECI , 

EVALIT, 

Structure parameter of the Adaptive 
Mbchanism. 

Structure Parameter of the Adaptive 
Me chani sm . 
Same of the subroutine handling the 
Adaptive Mechanism of the program. 

Structure parameter of the Adaptive 
Me chani s m  . 
Structure parameter of the Adaptive 
Mechanism. 

Vector yielding the best functional 
value of present trial. 

Structure p a r e t e r  of the Adaptive 
Mechanism. 

Structure parameter of the Adaptive 
EIechani sm. 

Relaxation parameter in l inear  and non- 
l inear programming problems. 

Haae of subroutine deciding whether or 
not the end of‘ trial has been reached. 

Quantity specifying incremental change 
i n  all variables. 

Minimum allowable value of DEL. 

Ratio by which DEL is  t o  be changed. 

Quantity specifying s ize  of pattern move. 

Parameter t o  define when 8 iunctional 
value is  better than the previous one. 

Hame of subroutine yielding f’unctional 
values. 

* 
The w s  i n  parentheses stand for  .the subroutine or  subroutines 

using the variables. 
- 46 - 
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Best functional value of present trial. 

Number of times the optimizing subroutines 
have been unsuccessful i n  sequence. 

IBEST (ADAIT), Rmber of the trial a t  which the optimum 
point vas reached. 

IC1 (OPTIW), Variable t o  s tore  clock readings 
temporarily. 

IC2 (OFTIMU), Variable t o  store clock readings 
temporarily. 

ICODE (ADAPT, OPTSW), 8um.r of the optimizing subroutine i n  use 
at any given time. 

IDECI, IVm of subroutine in i t i a l i z ing  the 
switching decision c r i te r ia .  

Three-integer element vector to i n i t i a l i z e  
t h e  pseudo-random number generator. 

IN1 (Toss), Three-integer element vector to i n i t i a l i z e  
the pseudo-random number generator. 

Three-integer element vector t o  i n i t i a l i z e  
the pseudo-randam number generator. 
Available t o  the user. 

333, Three-integer element vector t o  i n i t i a l i z e  
the pseudo-random number generator. 
Available t o  the user. 

Number  of the optimizing subroutine i n  
use during trial IEIEST. 

ISH (OPTIMU), Counting parameter denoting the number of 
calls t o  each optimizing subroutine. 

I T R I A  (ADAPT), 

ITIME (IDECI, DEI), 

number of the present trial. 

Waxilrmm allowed t in re  per trial  i n  each 
optimizing subroutine. 

Counting parameter indicating the number 
of the op t idz ing  subroutine selected for 
next use. 

Vector with the number of the subroutine 
used i n  etach one of the trials. 
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c 

Vector of " s t i a u s ' ' .  

Vector denoting the condition causing 
return from each one of the optimizing 
subroutine6. 

Logical Tape Numbers. 

Controls the entry point t o  the subroutine 
after returning from OPTIMJ. 

Controls the entry point after returning 
from DECIS. 

Parameter controlling c a l l s  t o  optimizing 
subroutine after unsuccessful use. 

Controls the entry point t o  the subroutine. 

Controls the entry point t o  the subroutine. 

Controls the entry point t o  the subroutine. 

Controls the entry point t o  the subroutine. 

Controls the entry point t o  the subroutine. 

Controls the entry point t o  the subroutine. 

Identifies the adaptive mechanism used 
whenever several me available. 

Parameter controlling c a l l s  t o  optimizing 
subroutines after unsuccessful use. 

Name of optimizing subroutine using pattern 
search strategy. 

Controls the entry point t o  the subroutine. 

H e  of subroutine t o  read the parameters 
of the adaptive nrechanisla i n  use. 

Controls the entry point after coming from 
mcoIv. 
Stores clock readings temporarily. 

Stores clock readings temporarily. 

Stores clock readings temporarily. 
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WT (OITIMIZIHG SUB.), 

MCYCLO (SHRIIM), 

MRmlv (s-1, 
MXNEL (IDECI, D E I ) ,  

RDECI (IDECI, D E I ) ,  

Exercises the required control t o  
ensure tha t  the same prosam parameters 
are used i n  future c a l l s  t o  the 
optimizing subroutine, whenever so 
desired. 

Rumber of equations or  inequations 
i n  l inear problems. 

Maximum number of cycles the subroutine 
can be used. 

Maximum number of cycles t o  be performed. 

Maximum number of cycles t o  be performed. 

Maximum number of functional evaluations 
allowed within a trial. 

Maxilaurn amount of tine allowed fo r  every 
one trial. 

Maximum number of trials t o  be 
perf ozlaed 

Humber of variables. 

l o t  included i n  the program yet. 

Humber of optimizing subroutines 
available. 

Identifies the c r i te r ion  for  switching 
subroutines, whenever several are 
available. 

I k i m u m  number of continuous changes 
i n  direction accepted without significant 
improvement. 

Humber of functional evaluations within 
a trial. 

Total number of functional evaluations. 

Controls the entry point t o  the 
subroutine. 

Total number of c a l l s  t o  op t idz ing  
subroutines. 
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Bpc (OFTIMIZING SUB.), 

PBESV (ADAFT, 0-1, 

T o t a l  tinre spent by each optimizing 
subroutine i n  each independent 
problem. 

Maximum number of variables t o  be 
analyzed. 

Maximum number of functional evaluations 
within a cycle. 

Stores clock readings temporarily. 

T o t a l  number of functional evaluations 
t o  be performed i n  a cycle. 

Stores clock readings temporaxily. 

Maximum number of continuous cycles 
accepted without significant 
improvement. 

Maximum number of continuous cycles 
accepted without siepificant 
improvement. 

Maximum number of times subroutine 
SKtCON can be used. 

Maximum number of functional evaluations 
per cycle. 

Order i n  which the variables will be 
analyzed. 

An exponential reduction factor  taking 
S" t o  nSHRUN when SKICON i s  called 
nore than once. 

Hame of the subroutine cal l ing the 
different optimizing subroutines. 

name of the subroutine t o  pr in t  whenever 
called most of the information available 
at the ca l l ing  time. 

Vector yielding best functional value 
so far. 

Best functional value so far. 

Starting vector. 
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PlBMAX (OPTI~JUZING SUB.), 

F"MIN (OETCKCZING SUB.), 

PROB (RCPRO), 

RCPRO, 

RISTK (SNICON), 

RSIZA, 

FWSUB, 

SATPER, 

SC (OPTIMIZING SUB. ) , 

Upper l i m i t  f o r  each variable. 

Lower l i m i t  fo r  each variable. 

Present state probabili t ies of 
the system. 

N a m  of the optimizing subroutine 
using the simple random strategy. 

lpame of the subroutine t o  recompute 
the state probabili t ies at the end 
of each trial. 

Name of the subroutine t o  read variable 
formats . 
Maximum allowable error  i n  satisfying 
the l i n e a  inequalit ies in mathemtical 
programming problems. 

Vector of random numbers. 

Adjusting factor for  TAU i n  mathematical 
programming problems. 

Name of the subroutine t o  read input 
data. 

Waane of the subroutine t o  read and 
print out the names of the subroutines 
used i n  the program. 

Name of the optimizing subroutine using 
Satterthwaite strategy. 

Stores best functional value of present 
cycle temporarily. 

Name of the optimizing subroutine using 
the shrinkage random strategy. 

Fraction by which the operating space 
is reduced after every complete cycle. 

Adjusting factor for  DEUTA. 

Functional value at  any given time. 



EXICON, 

SP (OpTliKC?JXG SUB.), 

TOL (OPTIMIZING SUB.), 

(-1, 

Toss, 

Heme of the subroutine which provides 
man8 for  repeating an optimization 
calculation w i t h  altered par-ter 
values . 
Stores best functional value of previous 
cycle t emporexi ly . 
Step size. 

Adjusting factor for  the relaxation 
parameter DAMBL, calculated for  
mathematical programing problems 
as a function of the actual error  and 
the maximum permissible error. 

Vector of residuals i n  l inear  problems. 

An exponential reduction factor taking 
DEIMIN t o  DIETA*DEXKtN when SKICON is  
called more than once i n  a l inear  
problem. 

Fraction of acceptance fo r  improvement 
i n  functional value between t w o  consecutive 
cycles of one optimizing subroutine. 

Smallest error  accepted i n  the solution 
of systems of l inear  equations. 

Name of the subroutine t o  permute the 
components of the vector NORM randomly. 
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APPENDIX B 

Use of Control Parameters* 

KR - < 0 Do not c a l l  TOSS 

KR > 0 Call TOSS 

K R 1 <  0 Do not write out the basic information of the problem on hand - 
KR1> 0 Write out the previous information 

KR2 To be used at  the discretion of the user 

K A  To be used a t  the discretion of the user 

K R ~  - (OPTIMI!ZIHG CODES) 

- 

KR4 > 0 Call OUTPUT a t  the end of each cycle 

KR4 - < 0 Do not c a l l  OUTPUT 

KR5 ( m m )  
KR5 < 0 C a l l  0U"UT a t  the end 

the program parameters. 

f each trial anL pr in t  out 

I 

KR5 = 0 C a l l  OUTPUT a t  the end of each t r ia l  suppressing the pr in t  out 

of the program parameters 

KR5 > 0 Do not c a l l  OUTPUT 

K R ~  - (OPTIMIZING CODES) 

KR6 < 0 

K R ~  > 0 

Do not t e s t  f o r  limits on variables 

Test fo r  limits 

- 

'Y 

"rhe names i n  parenthesis stand for  the subroutines using the control 
parameter. 

- 53 - 
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K R ~  - (OFTIMIZING CODES) 

KR7 < 0 

KR7 > 0 

Do not tes t  for upper l i m i t s  

Tes t  fo r  upper l imits 

w 

@ (MAIN) 

KR8 Number of problems t o  be solved i n  a single computer run 

KR9 - (OFTIMIZIMG CODES) 

KR9 < 0 Do not t e s t  for  lower l i m i t s  

KR9 > 0 Test for  lower l imits 

IEUO - (O€?I'IMXZING CODES) 

KRlO < 0 C a l l  OUTPUT a f t e r  one internal  stopping rule  has been 

reached and pr in t  program parmeters 

C a l l  Output a f t e r  stopping rule has reached suppressing K R l O  = 0 

the pr in t  out of program parameters 

KRlO > 0 Do not c a l l  OUTPUT 

KRll ( O p T I M I n N G  CODES) 

KRll < 0 Do not c a l l  TESTCO 

KRll > 0 C a l l  TESTCO 

KR12 - (omw) 
KR12 - C 0 

K R l 2  > 0 Call OUTPUT 

Do not c a l l  OUTPUT a t  the beginning of OPTIMU 

KR13 (MAIN) 

KRl3 - C 0 

KRl3 > 0 

K l U 4  (RSMIA) 

KRI.4 - < 0 

KRl4 > 0 

Do not pr in t  out the residuals i n  l inear  problems 

Print  out the residuals 

Pr int  out the program parameters read i n  as data. 

Do not pr in t  out the program parameters 
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K R I ~  - (RSM~A) 

KR15 - < 0 

K R l 5  > 0 Call RFMTS 

Do not c a l l  RFMTS 

KR16 - (MAIN) 

m 6  > o cal l  SMCON 

KR16 - < 0 Do not c a l l  SNICON 

- KRU (OPTIMIZING CODES) 

KR17  > 0 Call O U T F "  a f t e r  each functional evaluation 

KR17 - < 0 Do not c a l l  OUTF'UT 

KR18 - (OUTPUT) 
~ ~ 1 8  - < 0 P r i n t  out actual vector and functional value together 

with the best previous ones 

Do not pr in t  out the best previous values K R l 8  > 0 

K R l g  (MAIN) 

K R l g  - < 0 

K R l g  > 0 Print  out the above information 

Do not pr in t  out the vectors of responses and stimuli 

K R 2 0  - (OFTIMU) 
KR 20 < 0 C a l l  OUTPUT a t  the end of OPTIMU whenever transfer 

is caused by internal stopping rule of optimizing code 

and pr in t  out program parameters 

C a l l  OUTPUT suppressing the pr in t  out of program parameters KR20 = 0 

K R 2 0  > 0 Do not c a l l  OUTPUT a t  the end of OFTIMU 

. 



mm1x c 
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4 

SUBROUTINE A D A P T 

ICODE = J1 

( EXECUTIVE ROWINE ) 

J1 -J JI + 1 

GO TO (30,31),LL6 

LOCK = 1.0 
K E Y  = 1.0 
LIZ = 1.0 



SUBROUTINE A D A P T 

( E m C U T m  ROUTINE ) 

. 
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n 

Is LOCK(IC0DE) = 0 ? r r27  
1 LIZ(IC0DE) = LIZ(IC0DE) + 1 I 

I1 c: I1 + 1 3 
YES Is I1 < NCODS ? NO 

PRINT 
ALL 
HAVE 

I I JRES ( 1”RIA ) = ICODE 

I 
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l a  
I SUBROUTINE A D A P T 

( E3LEcUTIVE ROUTINE ) 

n (nJ 

20 t 
m = F M A X  

I B E S T  = I T R I A  

PBESV( I )  = BESV( I ) 
JSTI (I)  = 1 

LOCK = 1.0 - 
WK( I C O D E ) ~  KEY( ICODE) 

KEY(ICODE)= 1 

( I n i t  i a i z a t  ion 
after successful 
trial ). 

SUCCESS Y 

JSTI ( ITRIA ) = 0 

LOCK ( ICODE )= 0 

FAILURE @ 
OUTPUT 

I 

I I T R I A  = ITRIA + 1 I 24 
i 

I 

t 
I 

YES Is I T R I A S  MXTRI? NO 
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GO TO ( 21,25 >, NGO 
I 

1. 1 l4 GO TO ( 15,14 ), LGO - 
I 

25 

I CALL I_ I OUTPUT I 

STOPPING 

1,1 
I KEY(1CoDE) = O IJ 

40 
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SUBROWINE 0 P T I M U 

FMAX = SN 
PFMAX = SN 

PBESV(I) = PN(I) 
BEVS(I) = PN(I) 

( I n i t i a l i z a t i o n  ) 

r @ I 10 I 7 

GO TO ( 1, 2, 3, 4 ), ICODE 
CALL CLOCK ( IC1 ) 
CALL RANDOM 

1 

ISH(ICODE) = ISH(ICODE) t 1 
CALL CLOCK (IC2) 
NT(IC0DE) = NT(IC0DE) + I C 2  - IC1 

. . . . . . . . . . .  . . . . . . . . . . .  

I NLOOK = .I 
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SUBROUTINE R A N D 0 M In i t ia l ize  
Search 

Save best 
point so experiments 

a t  random per 
cycle 

t 
NO Is the t o t a l  

& 

YES - 

Is t h i s  

suc c es s? 

Save best  
point s o  

far 
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- 
C omput e 
shrinkage 
factor 

SUBROUTINE S H R I N K 

, 

Shrink 
operating 
space 

1 
Save best 
point so 

far 
I . 

Perform NTOS 
experiments 
at  random i- per cycle I 

0 Save best 
point so 

far 



SUEROUTINE L 0 0 K 

NO 
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-- 

Perf o m  
Exploratory 
Seam h 

Reduce 
Step 
Size 

Is t h i s  a 
success ? 

Restore 
l a s t  Base 
Point 

SAVE BEST 

perform 

t 
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SUBROIJTINE S A T T E R 
In i t ia l ize  

Search 

Make a ran- 
dom step i n  
a random r- direction 

point success ? 

I 
YES Is the t o t a l  

number of t e s t s  
exceeded ? 

Make other I step i n  the 
Make other 
step i n  the 
same direc- 
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4 



. 
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S I B F T C  RSDTA L I S T  
C RSDTA 

SUBROUTINE RSDTA 
COMMON/BBA/K6,K7 
C O M M O N / B B B / L L 1 ~ L L 2 ~ L L 3 ~ L L S , L L 5 , L L 6 ~ L O R ~ L G O ~ N G O ~ L E ~ 2 O ~ ~ L T ~ K E Y ~ 2 0 ) ~  

C O M M O N / B B C / I C 1 ~ I C 2 ~ N T I ~ E ~ N T I l O , N L O O K , N T ~ 2 O ) ~ I S H ~ 2 ~ ~  
C O M M O N / B 8 D / A l ~ B l ~ C l ~ A 2 ~ 8 2 , C Z  
C O M M O N / B B E / I T R I A ~ I C O D E ~ N C O D S ~ N D E C I , I B E S T ~ I R O U T  
C O M M O N / B B F / J R E S ( 5 0 0 ) ~ J S T I ( 5 0 C )  
C O M ~ O N / B B G / L O C K ( 2 0 ) , P R 0 5 ( 2 0 ) , S P R O B ( 2 ~ ) , ~ N B ( 2 ~ ) , L U T ( 2 O )  
C ~ ~ ~ O ~ ~ B B H / N O R V 1 ~ 1 0 0 ~ ~ ~ ~ ~ l O O ~ ~ P N M A X ~ l O O ) ~ P N M I N ~ l O O ~ ~ B E S V ~ l ~ O ) ~ T E M P  

C O ~ ~ O N / B B I / I N ~ 3 ) ~ I N 1 ~ 3 ~ ~ I N 2 ( 3 ~ ~ I N 3 ~ 3 ) , J N ~ 3 ) ~ J N l ~ 3 ~ ~ J N 2 ~ 3 ) ~ J N 3 ~ 3 )  
COMM~N/B~J/KR,KR~,KR~,KR~,KR~,KR~,KS~,K~~~KR~~K~~O~KR~~~KR~~, 

C O ~ M O N / B B K / F O R M ~ 1 2 ~ ~ F O R ~ l ~ l 2 ~ , F O R M 2 ~ 1 2 ) , F O R M 3 ~ 1 2 ) ~ F O R M 4 ~ 1 2 ) ~ F ~ R M 5 ~  

COMMON/BBL/COUNT,LABGR 
COMMON/BBM/N,M,NC,NTSNC,NTCINSNIC 
COMMON/BBN/MXTRI,MXNEL,YXTIM 
COMMON/BBO/FMAX,PFMAX,SN 
COMMON/BBP/DEL,DELMIN,DELR,DELR,DELTA,SHRUN 
COMMON/BBQ/NTOS,YCYCLO,NTNCOS,SHRON 
COMMON/BBR/NCY,NSE 
COMMON/BBS/KLMN,Kl,KRMN 
COMMON/BBT/MRDTN,NDTN,NTIS,STEP 
COMMON/BBU/MCYS,NIX 
C O M M O N / B B V / M C Y C L E , N T E S , " C Y S  
COMMON/ BBW/ I S 9 M I  
C O M M O N / B B X / D A M B L , P E R R ~ ~ I S T K ~ T H E T A I O M E G A , T A U ~ R O  
COMMON/BBZ/EPl,TOL,TOLS 
C O M M O N / B C B / N C Y l r N I X l , I S 1 , N E L 1  
R E A D ( K ~ , ~ ~ ~ ) K R , K R ~ , K R ~ , K R ~ , K R ~ ~ K R ~ , K R ? ~ K R ~ ~ K R ~ ~ K ~ ~ O ~ K R ~ ~ ~ K R ~ Z ~  

- 
2 J l r I l , N E L , L M D S , L I Z ( 2 0 )  

2 E ( l O O ) , P B E S V ( l O C ) )  

2 K R 1 3 ~ K R 1 4 ~ K R 1 5 ~ K R 1 6 ~ K R l 7 ~ K R 1 8 , K R l 9 ~ K R 2 0  

2 1 2 ~ ~ F O R M 6 ~ 1 2 ) ~ F O R M 7 ~ l Z ) ~ F O R M 8 ~ l Z ~ ~ F O R M 9 ~ l Z ) ~ F O R M l O ~ l 2 )  

2 K R 1 3 , K R 1 4 , K R 1 5 , K R 1 6 , K R 1 7 , K R l 8 , K R l 9 , K R 2 O , K ~ 2 l , K R 2 2 , K R 2 3 , K R 2 4 , K R 2 5  
C SHOULD WE READ FORMATS 

4 C A L L  RFMTS 
3 READIK7,100)N,M,NC,NTSNC,NTC 

R E A D ( K 7 ~ 1 0 0 ) ( N O R V I ( I ) ~ I = l ~ N )  
R E A D ( K 7 , 1 0 0 ) M X T R I , N D E C I ~ ~ X N E L ~ M X T I M ~ L ~ D S ~ L L l ~ L L 2 ~ L L 3 ~ L L 4 ~ L L 5 ~ L L 6 ~  

READ(K7rlOl)EPl,TOL,TOLS 
R E A D ( K 7 , 1 0 3 ) ( I N ( I ) , I = 1 , 3 )  
R E A D ( K 7 ~ 1 0 3 ) ( I N l ( I ) ~ I = 1 ~ 3 )  
R E A D ( K 7 , 1 0 3 ) ( I N 2 ( 1 ) , 1 = 1 , 3 )  
R E A D ( K 7 , 1 0 3 ) ( I N 3 ( 1 ) , 1 = 1 , 3 )  
READ(K7,101)(PN(I),I=l~N) 
R E A D ( K 7 , 1 0 1 ) ( P N M A X ( I ) ~ I = l ~ N )  
R E A D ( K 7 , 1 0 1 ) ( P N M I N ( I ) ~ I = l * N )  
READ(K7, lOO)NCODS 
READ(K7,100)MCYCLE,NTES*NTNCYS 
R E A D ( K 7 , 1 0 2 ) M C Y C L O , N T O S ~ N T N C O S , S H R O N  
R E A D ( K 7 , 1 0 2 ) M R D T N , N T I S , N D T N , S T E P  
READ(K7,101)DEL,DELR,DELNIN,DELTA,SHRUN 
R E A D ( K 7 , 1 0 1 ) D A M B L , T H E T A , O M E G A , T A U ~ R O ~ R I S T K  

I F ( K R 1 5 o L E o O )  GO TO 3 

2LOR 

C DO WE P R I N T  PROGRAM PARAMETERS 
I F ( K R 1 4 o G T . O )  GO TO 2 
W R I T E ( K 6 , 1 0 4 )  
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100 
1 0 1  
1c.2 
1 3 3  
1 0 4  
1 0 5  

106 
1 0 7  

1C8 
1 C 9  
110 
111 
1 1 2  
1 1 3  
114 

1 1 5  

116 

117 

1 1 8  

119 
2 

W R I T E ( K 6 ~ 1 1 9 ) K R ~ K R 1 , K R 2 , ~ R 3 , K R 4 , K R 5 , K R b , K R 7 , K R 8 ~ K R 9 , K R l O , K R l ~ , K R l  
2 2 ~ K R 1 3 ~ K R 1 4 ~ K R 1 5 ~ K R l 6 ~ K R l 7 ~ K R l 8 ~ K R l 9 ~ K R 2 O  
W R  i T E i K 6 9 i 3 5 j f4 9 M 9 NC N T j N C  ii TC 
W R I T E ( K 6 r l 0 6 ) ( N O R V I ( I ) , I = 1 , N )  
W R I T E ( K 6 , 1 C 7 ) M X T R I , N D E C I , M X N E L , M X T I M , L V D S  
W R I T E ( K 6 , 1 0 8 ) E P l , T O L , T O L S  
W R I T E ( K 6 s 1 0 9 ) ( I N ( I ) ~ I = 1 , 3 )  
W R I T E ( K 6 ~ 1 1 0 ) ~ 1 N 1 ( I ) , 1 = 1 , 3 )  
W R I T E ( K 6 r l l l ) ( I N 2 ( I ) , I = 1 , 3 )  
W R I T E ( K 6 , l l Z )  ( I N 3 (  I )  , I = 1 , 3 )  
WRITE(K6,113)(PN(I),I=l~N) 
W R I T E ( K 6 , 1 1 4 ) M C Y C L E , N T E S , N T " Y S  
W R I T E ( K 6 r l l 5 ) M C Y C L O ~ N T O S , N T N C O S , S H R O N  
W R I T E ( K 6 r l l 6 ) M R D T N , N T I S , " , S T E P  
W R I T E ( K ~ , ~ ~ ~ ) D E L , D E L R P D E L M I N * D E L T A P S H R U N  
W R I T E ( K 6 , 1 1 8 ) D A M B L ~ T H E T A , O M E G A , T A U , R O , R I . S T K  
F O R M A T ( 2 4 1 3 )  
FORMAT(SE13.6) 
FORMAT(313,E13.6)  
F O R M A T ( 3 1 6 )  
FORMAT (27HC PARAMETERS OF THE PROGRAM) 
FORMAT ( 5 H  N= 1 4 9 2 X 9 4 H  M= 1 4 9 2 X 9 5 H  NC= I4,2X,8H NTSNC= I4,2X,6H N 

FORMAT ( 3 1 H  ORDER OF AtUALYSIS ON V A R I A B L E S / ( 3 0 1 4 ) )  
FORMAT ( 9 H  M X T R I =  I5,2X,BH NDECI=  1 5 9 2 X 9 8 H  MXNEL= I5,2X,8H M X T I M =  

2 T C =  1 4 )  

2 1 5 9 2 X 9 7 H  LMDS= 1 5 )  
FORMAT ( 7 H  E P 1 =  E13o6,2X,6H T O L =  E13o6,2X,7H TOLS= E13.6) 
FORMAT ( 6 H  I N =  3 1 8 )  
FORMAT ( 7 H  I N 1 =  3 1 8 )  
F O R M A T  ( 7 H  I N 2 =  3 1 8 )  
FORMAT ( 7 H  I N 3 =  3 1 8 )  
F O R M A T  ( 1 6 H  I N I T I A L  V E C T O R l ( 1 H  ~ l O E 1 3 . 6 ) )  
FORMAT ( 2 2 H  R A N D 0 M MCYCLEz I5 ,2X ,7H NTES= 1 5 9 2 X 9 9 H  NTNCYSz I 

FORMAT ( 2 2 H  S H R I N Y MCYCLO= 1 5 9 2 X 9 7 H  NTOS= 1 5 9 2 X p 9 H  NTNCOS= I 

FORMAT ( 2 1 H  S A T T E R YRDTN= I5,2X,7H N T I S =  I5,2X,7H NDTN= 15,  

2 5 )  

2 5 ~ 2 X 9 8 H  SHRON= E13.6)  

2 2 X 9 7 H  STEP= E 1 3 0 6 1  
FORMAT ( 1 5 H  L 0 0 K DEL= E13o6,2X,7H DELR= E1306,2X,9H D E L M I N z  E l  

F O R M A T  ( 3 3 H  PARAMETERS FOR RELAXATION O P T I O N / 9 H  DAMBL= E 1 3 * 6 , 2 X ,  
28H THETA= F13*6 ,2X ,8H OMEGA= E1306,2X,6H TAU= E 1 3 * 6 / 6 H  RO= E13.6, 

2306,2X,8H DELTA= E1306,2X,8H SHRUN= E13 .6 )  

32X,8H R I S T K =  E 1 3 . 6 )  
FORMAT ( 2 1 H  L I S T  OF CONTROL K E Y S / ( 3 0 1 4 ) )  
RETURN 
END 
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G , r m  , E 

. .  
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B I B F T C  D E C I S  L I S T  
c E E C I S  

SUaROUTINE D E C I S  
COMMON/BBA/K6,K7 
C O M M O N / B B B / L L ~ , L L ~ , L L ~ , L L ~ , L L ~ , L L ~ , L L ~ , L L ~ , L ~ ~ , L G O , N G O , L E ( Z O ) ~ L T , K E Y ( ~ O ) ,  

C O ~ M O N / 3 ~ C / I C 1 ~ I C 2 ~ N T I M E ~ N T I l ~ ~ ~ L O O K ~ N T ~ 2 O ~ ~ I S H ~ 2 0 ~  
C O M P O N / B B E / I T R I A ~ I C O D E ~ b i C O D S ~ ~ ~ E C I ~ I B E S T ~ I R O U T  
C O M M O N / B B N / Y X T R I , M X N E L , M X T I M  

GO T O  (1,2,3,4,5,6),NDECI 

Z J l , I l , N E L , L Y D S , L I Z ( 2 3 )  

NDEC I =NDEC I 

C D E C I D I N G  ON NUMBER OF EVALUATIONS 

1 C  L G O = l  

C D E C I D I N G  ON T I M F  A T  WORK 
11 L G O = 2  

1 I F ( M X N E L o L T o N E L )  GO T 3  11 

RETURN 

RETURN 
2 I F ( M X T 1 M o L T o I T I M E )  GO T O  2 1  
20 LGO=1 

2 1  LGO=2 

3 N D E C I  =NDECI 

4 NDECI=NDECI  

5 NDECI=NDECI  

6 NDECI=NDECI  

RETURN 

RETURN 

RETURN 

RETURN 

RETURN 

RETUciN 
END 
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B I B F T C  RCPRO L I S T  
c RCPRZ, 

SUBFiOUTINE RCPRO 
COMMON/BBA/K6 9 K 7  
C O M M O N / S 3 B / L L 1 ~ L L 2 ~ L L 3 , L L 4 ~ L L 5 ~ L L 6 ~ L O R , L G O ~ N ~ O ~ L E ~ 2 O ~ ~ L T ~ K E Y ~ 2 O ) ~  

COMMON/BBD/Al, 9 1 9 C  1 9  A 2 9 R 2  9C2 
C O M ~ O N / l 3 B E / I T R I A ~ I C O D E , " D E C I , I R E S T ~ I R O U T  
C O M M O N / a B F / J R E S ( 5 O O ) , J S T I ( 5 3 0 )  
C O M ~ O N / B B G / L O C K ~ 2 0 ) ~ P R O a o , S P R O a ~ 2 O ) ~ R N ~ ~ 2 O ~ ~ L U T ~ 2 0 ~  
LMDS=LYDS 
GC TO ( 1 9 2 9 3 9 4 9 5 ) 9 L Y D S  

C FLOOD'S STCCHASTIC L E A R N I N G  MODEL 

- 
I 2 J l , I 1 9 N E L , L M D S 9 L I Z ( 2 0 )  
~ 

1 

70 

I , 

13  
8C 

2 2  

2 8  

2 5  

2 1  

2 3  

2 

3 

4 

5 

L L l = L L l  
GO TO ( 7 3 9 8 0 1 , L L l  
Z D l = l o O / F L O A T ( N C O D S - l )  
ZD2=1oO/FLOAT(NCODS-2)  
A A l z A 1 - 5  1 
E E l = ( l o O - 3 l - C l ) * Z D 2  
C C l = ( l o C - b l ) * Z D l - E E l  
D D l z C l - F E l  
A A 2 z A 2 - 8 2  
EE2=(1 .0 -92 -C2) *ZD2  
C C 2 = ( 1 o O - A 2 ) * Z D l - E E 2  
DD2zC2-EE2 
DO 10  I= l ,NCODS 
P R O 3 ( I ) = S P R O B ( I )  
N I T = J S T I ( I T R I A )  
J A S = J R E S ( I T R I A )  
ROS=PROB(JAS)  
I F ( N 1 T - 1 )  2 8 , 2 2 9 2 8  
TEMP=CCl*RC?S+EEl 
W4=DD1 
GO T O  2 5  
TEMP=CCZ*ROS+EE2 
W4=DD2 
Wl=C.!! 
DO 2 3  J=l,NCODS 
I F ( J - J A S )  2 1 9 2 3 9 2 1  
PROB(J )=W4*PROB(J )+TEMP 
Wl='rJl+PROS ( J 1 
CONTINUE 
P R O B ( J A S ) = l o 0 - W 1  
L L 1 = 2  
RETURN 
L L l = L L l  
RETURN 
L L l = L L l  
RETURN 
L L l = L L l  
RETURN 
L L l = L L l  
RETURN 
END 



B I B F T C  RWSUB L I S T  
C RWSUB 

SUaROUTINE RWSUE 
COWMON/B3A/K6,Y7 

W R I T E ( K 6 r l ) I  
IF( 1 1 2 9 3 9 4  

3 R E A D ( K 7 9 1 1 1  

2 C A L L  SYSTEM 
1 FORMAT(lt-i0915,55HO 

2 1 
4 RETURN 

END 
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S I B F T C  R F M T S  L I S T  
C R F M T S  

S U B R O U T I N E  R F M T S  
C O M M O N / B i 3 4 / K 6  9 K 7  
C O ~ M O N / B 6 K / F O R M ~ 1 2 ) ~ F O R ~ l ~ l 2 ) ~ F O R M Z ~ l 2 ) ~ F O R ~ 3 ~ l 2 ) ~ F O R M 4 ~ l 2 ) ~ F O R M 5 ~  

~ ~ ~ ) ~ F O R M ~ ~ ~ ~ ) ~ F O R M ~ ~ ~ ~ ) ~ ~ O ~ ~ ~ ~ ~ ~ ) ~ ~ O R ~ Y ~ ~ ~ ) ~ ~ O R M ~ O ~ ~ ~ )  
R E A D ( K 7 , l ) F O R Y  
R E A D ( K 7 , l ) F O R M l  
R E A D ( K 7 , 1 ) F O R M 2  
R E A D ( K 7 , 1 ) F O R M 3  
R E A D ( K 7 , 1 ) F O R M 4  
R E A D ( K 7 r l I F O R M 5  
R E A D ( K 7 , 1 ) F O R M 6  
R E A D ( K 7 9 1 ) F O R M 7  
R E A D ( K 7 , 1 ) F O R M 8  
R E A D ( K 7 9 1 ) F O R v 9  
R E A D (  K 7 9  1 I F C R M l G  

1 F O R M A T ( 1 2 A 6 )  
R E T U R N  
END 

. 
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.. 

B I B C T C  ADAPT L I S T  
C ADAPT 

SUSRCUTINE ADAPT 
COMKON/BBA/K6,K7 
C O ~ M O N / B B S / L L 1 ~ L L 2 ~ L L 3 ~ L L 4 , L L 5 ~ L L 6 ~ L O ~ ~ L G ~ ~ N G O ~ L E ~ 2 O ~ ~ L T ~ K E Y ~ 2 O ) ~  

COMMON/6BE/ITRI~,IC@DE~NC3i)S~NDECI,IBEST~IROUT 
C O M Y O N / Q B F / J R E S ( 5 0 0 ) , J S T I ( 5 0 0 )  
C O M M O N / B 9 G / L O C K ~ 2 0 ~ ~ ~ R O B ~ 2 O ~ ~ S P R O B ~ 2 0 ) , R ~ B ~ 2 O ~ ~ L U T ~ 2 0 )  
C O ~ ~ ~ O ~ ~ B 3 H / ~ O R V I ~ 1 C @ ~ ~ P N ~ l ~ ~ ~ ~ P N Y A X ( 1 0 0 ~ ~ P N M I ~ ~ l O C ~  ,BESV(130) ,TEPP 

C O M M O N / E B I / I N ~ 3 ) , I N 1 ~ 3 ~ ~ 1 ~ 2 ~ 3 ~ , I N 3 ( 3 ) , J N ~ 3 ~ ~ J N l ~ 3 ~ ~ J ~ 2 ~ 3 ~ ~ J N 3 ~ 3 )  
C O ~ ~ O ~ / B B J / K R , ~ ~ 1 , K ~ Z ~ ~ R 3 , K ~ 4 , K R 5 ~ K ~ 6 ~ K R 7 , K R 8 ~ K R 9 ~ ~ R l O , K R l l ~ K R l 2 ,  

C O ~ M O N / e 4 M / N , ~ , N C , N T S N C , N T C , N S N I C  
COYMON/BSN/MXTRI ,14XYEL,k”XTIY 
C C Y W O N / B B O / F Y A X , P F M A X , S Y  
COMMON/BBZ/EPl,TOL 9TOL.S 
C O M ~ ~ O N / B C B / N C Y 1 ~ N I X 1 ~ I S l ~ N E L 1  
LL6=LL6 

2 J l , I l , N E L , L ~ D S , L I Z ( 2 0 )  

2 E ( l C @ ) , P B E S V ( 1 0 0 )  

2 K R 1 3 , K R 1 4 , ~ R 1 5 , K ~ 1 6 , K ~ l 7 , K ~ l ~ , K R l Y , K R ~ O  

GO TO (30 ,311 ,  LL6 
C READ PARAYETERS FOR LEA;INING M3DEL 
30 C A L L  LPRMT 
C I N I T I A L I Z E  T R I A L S  COUNTING A 4 9  LOCK VECTOR 
3 1  I 1 = 0  

L O R = l  
DO 1 J=l,NCODS 
K E Y ( J ) = l  
L I Z  ( J  ) = O  

1 LOCK(  J)=1 
7 C A L L  W M Z A (  I N )  
C GENERATE NCODS 9ANDOM NUk43ERS 

DO 2 J=l,NCODS 
2 R N B ( J ) = R A M Z B ( O )  

C A L L  RAMZC( J N )  
DO 3 J=1,3 

3 I N ( J ) = J N ( J )  
J l = l  

C I S  THE P R O a A B I L I T Y  SREATER THAh THE RANDOM NUMBER 

4 Jl=J1+1 

GO TO 7 

6 I F ( P R O R ( J l ) o G T . R 4 3 ( J l ) )  GD TO 5 

I F ( N C O D S o G E o J 1 )  GO TO 6 

C ONE O P T I M I Z I N G  CODE IS SELECTED 
5 I C O D E = J l  
C WAS THE SELECTED CODE UNSUCCESSFUL I N  PREVIOUS T R I A L S  

8 L I Z ( I C O D E ) = L I Z ( I C O D E ) + l  

160  I1=11+1 

I F ( L O C K ( I C 0 D E ) )  1C00,8,9 

I F ( L I Z ( I C O D E ) - l )  15C,16C,4 

I F ( N C O D S o G T o I 1 )  GO TO 4 
1 0  W R I T E ( K 6 , l S O l  

RETURN 
9 I 1 = 0  

DO 4 3  I= l ,NCODS 
4 3  L I Z (  I )=O 
C B U I L D  UP VECTOri OF RESPONSES 

J R E S ( I T R I A ) = I C O D E  



- 81 - 
C I N I T I A L I Z E  D E C I S I O N  C R I T E R I A  

C C A L L  FOQ O P T I M I Z A T I O N  P R O C E S S  

C I S  T H I S  T R I A L ’ S  R E S U L T  F E T T E R  T H A N  P R E V I O U S  9 E S T  O N E  

C A L L  I D E C I  

C A L L  O P T I M U  

I F (  ( F v P X + F P l ) - P F M A X I  2 0 9 2 1 9 2 1  
C T R I A L ’ S  R E S U L T  I S  S E T T E R ,  S U I L D  UP S T I M U L I  VECTOR 
2 2  P F M A X = F M A X  

I B E S T = I T R  I A  
I R O U T = I C O D E + l  
D O  2 7  I = 1 9 N  

J S T I ( I T R I A ) = l  
D O  2 2  J = l r N C O D S  
L O C K  ( J 1 = 1 
L O C K ( I C O D E ) = K E Y ( I C O D E )  
K E Y (  I C O D E ) = l  

GO T O  23  
C T R I A L ’ S  R E S U L T  I S  N 3 T  3 E T T E 9  
2 1  J S T I ( I T R I A ) = O  

L O C K  ( I C O D E )  = O  
DO 2 8  I = l * N C O D S  

W R I T E  ( K 6 9 1 0 2 ) I C O D E 9 I T R I A 9 N E L  
I F ( r ( R 5 )  2 3 9 2 6 9 2 5  

27  P B E S V ( I ) = S E S V ( I )  

2 2  

W R I T E ~ K 6 ~ 1 O 1 ) I C O D E ~ I T R I A ~ N E L  

2 8  K E Y  (I )=1 

23  LL3=2  

C R E C O P P U T E  S T A T E  OF TWF S Y S T E M  A T  T H E  E N D  OF T ‘ I I A L  
2 5  C A L L  RCPQO 

C I S  T H E  NUMSER O F  T R I A L S  L E S S  T H A N  T H A N  M A X I M U V  A L L O W E D  

2 4  W R I T E ( K 6 9 1 0 3 ) M X T R I  

e 26 C A L L  O U T P U T  

I T R I A = I T R I A + l  

I F ( M X T R I a G E o I T R 1 A )  GO T O  I 

R E T U R N  
1 0 9  F O R K A T ( 3 8 H 0  A L L  T H E  O P T I 4 M I Z I N G  CODES F A I L E D )  
1 3 1  F O R M A T 1 2 1 H Z  T H E  U S E  O F  R O U T I N E  I 5 9 2 9 H  H A S  E E E N  A S U C C E S S  I N  T R I A L  

1 0 2  F O R M A T ( 2 1 H 3  T H E  !JSE O F  R O U T I N E  I 5 9 2 9 H  H A S  S E E N  A F A I L U R E  I N  T R I A L  

1 0 3  F O R M A T ( 2 4 H O  T H E  M A X I M U M  NUMSER O F  I 5 9 2 4 H  T R I A L S  H A S  BEEN R E A C H E D )  
1 5 0  W R I T E ( K 6 9 1 3 1 )  
1 5 1  F O R M A T  (47HO E R R O R . L I Z  I S  SUPPOSED T O  BE G R E A T E R  T H A N  Z E R O )  

1 C g O  W R I T E ( K 6 9 1 0 4 )  

1 5 2  C A L L  DUMP 
S T O P  
E N D  

2 1 5  96H W I T H  1 8 9 2 3 H  F U N C T I O N A L  E V A L U A T I O h S )  

2 1 5  9 6 H  W I T H  I892 ’3H F U N C T I O Y A L  ~ V A L U A T I O N S I  

GO TO 1 5 2  

104 F O R M A T  (41HO E R R O R o V E C T O R  L O C K  H A S  N E G A T I V E  E L E M E N T S )  

t 
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B I B F T C  LPRMT L I S T  
C LPRMT 

SUBROUTINE LPRMT 
COt4MON/SBA/KbrtCl 
C O ~ ~ C ~ / B B D ~ A 1 ~ 3 1 ~ C l ~ A ~ ~ ~ ~ ~ ~ ~  
C O M M O N / B B E / I T R I A ~ I C G D t , " D E C I ~ I B E S T ~ I R ~ U T  
C O M M O N / ~ ~ G / L O C t C ~ 2 0 ~ ~ P R O B ~ 2 O ~ ~ S P R O 5 ~ 2 O ~ ~ R N ~ ~ 2 O ~ ~ L U T ~ 2 0 ~  
R E A D ( K 7 , 1 0 1 ) ( S P R O B ( I  ) , I = l , N C O D S )  
R E A D ( Y 7 , 1 0 l ) A l , Y l , C l , A 2 , 9 2 , C 2  
EO 1 J=l,NCODS 

FORRAT ( 5E13  6 I 
1 P R O B ( J ) = S P R O B ( J )  
1 C  1 

RETU9N 
END 



S I B F T C  TOSS L I S T  
* c TOSS 

SUBROUTINE TOSS 
COMMON/BBA/K6,K7 
C O ~ M O N ~ B B H ~ N O R V I ~ 1 0 0 ~ ~ P ~ ~ l O O ~ ~ P N M A ~ ~ l O O ~ ~ P N M I N ~ l O O ~ ~ B E S V ~ l O O ) ~ T E M P  

2 E ( l O O ) ~ P B E S V ( 1 0 0 )  
C O M M O N / B B I / I N ~ 3 ) ~ I N 1 ~ 3 ~ ~ I N 2 ~ 3 ) ~ I N 3 ~ 3 ~ ~ J N ~ 3 ~ ~ J N l ~ 3 ~ ~ J N 2 ~ 3 ) ~ J N 3 ( 3 )  
COMMON/BBM/N,M,NC,NTSNC,NTC,NSNIC 
D I M E N S I O N  I N O R ( 1 0 0 )  
C A L L  R A M Z A ( I N 1 )  
J = l  
R l = R A M 2 B ( O )  
R2=N 
I A = R 2 * R 1  

4 

I F (  I A ) 3 5 9 2 0 , 2 1  
20 I A= I A + l  
2 1  I N O R ( l ) = I A  

DO 4 J = 2 9 N  
R l = R A M Z B ( O )  
I A = R 2 * R 1  
I F ( I A ) 3 5 , 3 0 , 3 1  

30 I A = I A + l  
3 1  

11 
6 J S = J - 1  

I NOR( J) =I A 
! F ( I N O R ( J ) - N ) 6 , 6 , 1 1  
I NOR ( J 1 =1 

4 5 DO 7 K = l , J S  
I F ( I N O R ( J ) - I N O R ( K ) ) 7 , 9 , 7  

I F ( I N O R ( J ) - N ) 6 , 6 , 1 0  

GO TO 6 

9 I N O R (  J ) = I N O R ( J ) + l  

c 10 I N O R (  J 1 = l  

7 CONTINUE 
4 CONTINUE 

GO TO 100 
35 M I SS=lOOOO 

W R I T E ( K 6 , 4 0 ) M I S S  
40 FORMAT(9HO M I S S  I S  16)  

C A L L  ERROR 
100 DO 1 0 1  J = l , N  

I S = I N O R ( J )  
N O R V I ( J ) = I S  

C A L L  R A M 2 C t J N l )  
DO 1 0 2  J=1,3 

102  I N l ( J ) = J N l ( J )  
RETURN 
END 

101 CONTINUE 
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S I B F T C  OUTPUT L I S T  
C GCjTPUT 

SUBROUTINE OUTPUT 
COMMON/BBA/K6,K7 
COMMON/BBB/LL~,LL~,LL~,LL~,LL~,LL~,LL~~LOR~LGO,NGO,LE(~O),LT,KEY(~O)~ 

2 J l r I l , N E L s L M D S , L I Z ( 2 0 )  
' C O ~ M O N / B B E / I T R I A ~ I C O D E ~ N C O D S , N D E C I ~ I B E S T ~ I R O U T  

COMMON/BBH/NORVI( lCO) ~ P N ( 1 C 0 ) , P N M A X ( 1 0 0 ) ~ P N M I N ( l O O ~  ,BESV( lOOI,TEMP 

C O M M O N / B B J / K R , ~ R 1 , ~ R 2 , K R 3 , K ~ 4 , ~ R 5 , K R 6 , K R 7 , K R 8 , ~ R 9 , ~ R l O , K R l l s K R 1 2 ,  

COMMON/BBL/COUNT,LAaOR 
COMMON/BBY/h,M,NC,NTSNC,NTC,NSNIC 
COMMON/BBO/FMAX,PFMAX,SN 
COMMON/BBP/DEL,DELVIN,DELR,DELR,DELTA*SHRUN 
COMMON/BSR/NCY,NSE 
COMMON/BBU/MCYS,NIX 
COMMON/BBW/IS,MI 
COMMON/BCB/NCY1,NIX1,ISl~NELl 

W R I T E ( K 6 , 1 0 0 ) S N , ( P N ( K A ) , K A = l v N )  
W R I T E ( K 6 , 1 0 6 ) I C O D E , N E L I N E L l  

C SHOULD WE P R I N T  PREVIOUS BEST RESULTS 
IF(KR18.GT.O) GO T O  2 
W R I T E ( K 6 , 1 0 1 ) F M A X , ( 3 E S V ( K A ) , K A = 1 , N )  
W R I T E ( K 6 , 1 0 2 ) P F M A X , ( P B E S V ( K A ) , K A = l r N )  

2 E ( l C O ) , P B E S V ( 1 0 3 )  

C P R I N T  ACTUAL EVALUATION 

2 GO TO ( 3 , 4 1 9  L L 3  
4 L F =  ICODE 

GO T O  ~ 1 0 ~ 1 1 ~ 1 2 ~ 1 3 ~ 1 4 ~ 1 5 ~ ~  LF 

GO T O  3 

GO T O  3 

GO TO 3 

GO T O  3 

GO T O  3 

10  W R I T E ( K 6 , 1 0 3 ) C O U N T , I S l  

11 WRITE(K6 ,103)COUNT,NCYl  

1 2  W R I T E ( K 6 9 1 0 4 ) C O U N T , N I X l  

1 3  WRITE(K6,105)COUNT,DEL 

1 4  L F = L F  

1 5  L F = L F  
3 L L 3 = 1  

RETURN 
1 0 0  FORMAT ( 2 5 H  FUNCTIONAL VALUE IS NOW E 1 3 0 6 / 3 8 H  WITH INDEPENDENT VAR 

1 0 1  FORMAT ( 3 4 H  BEST FUNCTIONAL OF PRESENT T R I A L  E13 .6 /38H WITH INDEPE 
2 I A B L E S  AS F O L L O W S / ( l H  1 0 E 1 3 0 6 ) I  

2NDENT V A R I 4 B L E S  A S  F O L L O W S / ( l H  1 3 E 1 3 . 6 ) )  
1C2 F O R M A T  ( 4 2 H  SEST FUNCTION4L VALUE OF PREVIOUS T R I A L S  E 1 3 0 6 / 3 8 H  W I T  

1 0 3  FORMAT ( 3 4 H  T O T A L  NUMBER OF CYCLES PERFORMED E 1 3 * 6 / 2 6 H  PROCESS STO 

1 0 4  FORMAT ( 3 8 H  T O T A L  NUMBER OF CHANGES I N  D I R E C T I O N  E 1 3 0 6 1 3 9 H  WITH A 

1 0 5  FORMAT (27H NUMdER OF CYCLES EXECUTED E13 .6 /17H F I N A L  STEP S I Z E  E l  

2 H  INDEPENDENT VARIASLES AS F O L L O W S / ( l H  1 0 E 1 3 . 6 ) )  

ZPPED I N  CYCLE 1 5 )  

6 T O T A L  OF EXPERIMENTS EQUALS T O  1 5 )  

23 .6 )  
1 0 6  FORMAT (14HO CODE I N  USE I 4 r 6 H  WITH 1 8 9 2 3 H  FUNCTIONAL EVALUATIONS/ 

2 4 7 H  ACCUMULATED FUNCTIONAL EVALUATIONS UP T O  NOW 1 8 )  
END 



B I B F T C  SNICON L I S T  
c SMlCON 

SUBROUTINE SNICON 
COMMON/aBA/K6,K7 
C O M M O N / B B B / L L 1 ~ L L 2 ~ L L 3 ~ L L 4 ~ L L 5 ~ L L 6 ~ L O R ~ L G O ~ N G O ~ L E ~ 2 O ~ ~ L T ~ K E Y ~ 2 0 ) ,  

2 J l , I l r N E L , L M D S , L I 2 ( 2 0 )  
C O ~ ~ 3 N / B B H / N O ~ V I ~ 1 0 0 ~ ~ ~ ~ ~ l O O ~ ~ P ~ M A X ~ l O O ~ ~ P N M I N ~ l O O ~ ~ B E S V ~ l O O ~ ~ T E M P  

2 E  ( 100 1 ,PBESV ( 190 )  
C O M M O N / B B J / K R ~ K R 1 ~ K R 2 ~ K R 3 ~ K ~ 4 ~ K R 5 ~ K R 6 ~ K R 7 ~ K R 8 ~ K R 9 ~ ~ R l O ~ K R l l ~ K R l 2 ~  

2KR13~KR14,KR15,KR16~KRl7~KRl8,KRl9,KR2O 
COMMON/BBM/N,M,NC,NTSNC,NTC,”IC 
COMKON/~~P/DEL,DELMIN,DELR,DELR~DELTA~SHRUN 
COMMON/BBX/DA~SL,PERR~RISTK~THETA~OMEGA,TAU,RO 
L L 5 = L L 5  
GO T O  (1 ,219 L L 5  

C START FROM FARTHEST P O I N T  
1 DO 3 I = l , N  

I F ( P B E S V ( I ) * L T . O * 5 + P N M A X ( I ) )  GO TO 12  
P N ( I ) = P N M I N ( I ) + O * 0 0 3 5  
GO TO 3 

1 2  P N ( I ) = P N Y A X ( I ) - O . 0 0 0 5  
3 CONTINUE 

I F ( N S N I C * L E . N T S N C )  GO TO 16  
L T = l  
RETURN 

16 W R I T E ( K b r 1 0 0 )  
L T = 2  
L L 6 = 2  
LL4=1 
RETURN - C RELAXATION SCHEME 

2 I F ( P E R R e L E e R I S T K 1  GO TO 2 1  
DEL=DELMIN 
DELMIN=DELMIN*THETA 
DELTA=DELTA*THETA 
SHRUN=SHRUN*OMEGA 
DAMBL=DAMBL+( P E R R / R I  STK ) *TAU 
TAU=TAU+RO 
IF(NSNIC.GTeNTSNC1 GO TO 2 1  
W R I T E ( K 6 , l O l )  
W R I T E ( K 6 r l 0 2 )  DEL,DELMIN,DELTA,SHRUN,DAMBL 
DO 14 J = l , N  

L T = 2  
LL6=2 
LL4=1 
RETURN 

RETURN 

14 PN( J ) = P B E S V ( J )  

2 1  L T = 1  

100 FORMAT (50HO NEW O P T I M I Z A T I O N  CALCULATION FROM FARTHEST P O I N T )  
1 0 1  FORMAT ( 4 6 H 0  PARAMETERS NERE CHANGED AND THE NEW ONES ARE) 
1 0 2  FORMAT ( 7 H  DEL= E13*6,2X,9H DELMIN= E13.6,2X,8H DELTA= E13*6 ,2X,  

28H SHRUN= E13.6 /28H NEW RELAXATION PARAMETER= E13.6) ” 
END 



. 

S I B F T C  EVALT L I S T  
c W A L T  

SUBROUTINE EVALT 
COMMON/SBA/K6,K7 
C O M ~ O N / B B B / L L ~ ~ L L ~ ~ L L ~ ~ L L ~ ~ L L S , L L ~ , L L ~ , L L ~ ~ L O R , L G O ~ N G O ~ L E ( Z O ) ~ L T ~ K E Y ( ~ O ) ~  

C O ~ ~ O ~ / B Q H / N O ~ V I ~ 1 0 0 ~ ~ ~ ~ ~ l O O ~ ~ ~ ~ ~ A X ~ l O O ~ ~ P N M I N ~ l C O ~ ~ B E S V ~ l O O ~ ~ T E M ~  

C O K M O N / B B J / K R ~ K R 1 ~ K R Z ~ ~ R 3 ~ K R 4 , K R 5 ~ K R 6 ~ K R 7 ~ K R 8 ~ K R 9 ~ K R l O ~ K R l l ~ K R l 2 ~  

C O M M O N / B B K / F O R M ~ 1 ~ ) ~ F O R Y 1 o , F O R M 2 ( 1 2 ~ , F O R M 2 ~ l Z ) ~ F O R M 3 ~ l 2 ~ ~ F O R ~ 4 ~ l Z ~ ~ F O R M 5 ~  

COYMON/SSM/N ,Y ,NC,NTSNC ,NTC 9NSNIC 
COMMON/EBO/FVAX,PFPAX,SN 
C O M M O N / B B X / D A M B L , P E R R , R I S T K , T H E T A ~ O M E G A ~ T A U ~ R O  
D I M E N S I O N  A ~ 5 0 ~ 5 0 ) ~ B ~ 5 3 ~ 5 0 ) ~ C ~ l O O ~ ~ E ~ l O O ~ ~ P S Q ~ l O O ~ ~ E V E C T ~ l O O ~  
L L 2 = L L 2  
GO T O  ( 1 9 2 ) s  L L 2  

1 WRITE(K6,FORM) 
DO 6 I = l r N  
DO 6 J = l , N  
A ( I g J ) = O o O  

6 B (  I , J ) = O o O  
DO 7 J = l , N  

Z J l , I l , N E L ~ L M D S ~ L I Z ( Z O )  

2 E  ( 100 1 ,PBESV( 100 

2 K R 1 3 , K R 1 4 ~ K R 1 5 , K R 1 6 ~ K R l 7 ~ K R l 8 , K R l 9 ~ K R Z O  

2 1 2 ) ~ F O R M 6 ~ 1 2 ) , F O R M 7 ~ l Z ~ ~ F O R ~ 8 ~ l Z ) ~ F O R ~ 9 ~ l Z ~ ~ F O R M l O ~ l Z ~  

C ( J ) = O m O  
7 E ( J ) = O o O  

L L 2 = 2  
R E A D ( K 7 , F O R M l ) ( ( A ( I , J ) ~ J = l ~ N ) ~ I = l ~ M )  
READ(K7,FOR~l)((B(IrJ),J=lrN),I=lr6) 
R E A D ( K ~ , F O R M ~ ) ( C ( I ) , I = ~ P N )  
READ(K7,FORMl)(E(I),I=l~N) 

W R I T E ( K 6 s F O R M 2 )  
WRITE(K69FORM3)  
WRITE(K6,FORM4) 
W R I T E ( K 6 , F O R Y 5 ) ( C ( I ) , 1 = 1 , 6 )  
WRITEIK6,FORM6) 
WRITE(K6,FORM5)((B(I ,J) ,J=1,6),1=2,6) 
W R I T E ( K 6 p F O R M 7 )  
WRITE (K6gFORM5 1 ( E (  I ) 9 1 ~ 1 9 6  1 
W R I T E ( K 6 r F O R Y 8 )  
WRITE(K6~FORM5)((A(I,J)rJ=lr6)~I=l~lO) 

I F ( K R 1 m L E o O )  GO TO 2 

2 RES I D = O o  0 
S N = O o O  
OBJEC=OoO 
PN ( 1 = l o 0  
DO 5 I = l , M  
TEMPE( I )=000 
DO 8 J = l , N  
T E M P E ( I ) = T E M P E ( I ) + A ( I , J ) w P N ( J )  

PSQ(I)=TEYPE(II"TEMPE(I) 

PERR=RESID 
RESID=DAMBL*RESID 

8 CONTINUE 

5 R E S I D = R E S I D + P S Q ( I )  

CATS=OoO 
DOGS=OoO 
P IECE=OoO 



DO 3 J = 2 9 N  

DO 10 J = 2 t N  
DO 10 S = Z r N  

DO 9 J = 2 9 N  

OBJEC=PIECE+DOCS+CATS 
SN=RESID+OB JEC 
RETURN 
END 

3 P I E C E = P I E C E + C ( J ) * P N ( J )  

10 D O G S = D O G S + S ( I , J ) * P N ( J ) 9 P N ( I )  

9 CATS=CATS+E( J ) * P N (  J)**3 
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B I B F T C  SYSTEM L I S T  
C SYSTEM 

SUBROUTINE SYSTEM 
STOP 
END 

B I B F T C  ERROR L I S T  
C ERROR 

SUBROUTINE ERROR 
C A L L  DUMP 
STOP 
END 

S I e F T C  CLOCK L I S T  
C CLOCK 

SUBROUT I NE CLOCK ( I DUS 1 
C A L L  T I M E  ( A R C O s I D U S )  
RETURN 
END 

B I B F T C  TESTCO L I S T  
C TESTCO 

SUBROUTINE TESTCO 
RETURN 
END 

. 



-_ 
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B I B F T C  LOOK L I S T  
C LOOK 

SUBROUTINE LOOK 
COMMON/BBA/K6rK7 
C O M M O N ~ B B B / L L 1 , L L 2 , L L 3 ~ L L ~ ~ L L 5 ~ L L 6 ~ L O R , L G O ~ N G O ~ L E ~ 2 O ~ ~ L T ~ K E Y ~ 2 0 ~ ~  

COMMON/BBE/ITRIA~ICODE,NCODS~NDECI,IBEST~IROUT 
C O ~ M O ~ / B 6 G / L O C K ~ 2 O ) , P R O B ~ ~ O ~ ~ S P R O B ~ 2 O ~ ~ R N B ~ 2 O ~ ~ L U T ~ 2 0 ~  
C O M M O N / B B H / N O R V I ~ 1 0 0 ) ~ P N ~ 1 0 0 ) , P N M A X ~ l O O ) ~ P N M I N ~ l O O ~ ~ B E S V ~ l O O ~ ~ T E M P  

C O M M O N / B B J / K R , K R 1 ~ K R 2 ~ K R 3 , K R 4 ~ K R 5 ~ K R 6 ~ K R 7 ~ K R 8 ~ K R 9 ~ K R l O ~ K R l l ~ K R l 2 ~  

COMMON/BBL/COUNT,LABOR 
COMMON/BBM/N,M,NC,NTSNC,NTC,NSNIC 
COMMON/BBO/FMAX,PFMAX,SN 
COMMON/BBP/DEL,DELMIN~DELR,DELTA~SHRUN 
COMMON/BBS/KLMN,KlrKRMN 
COMMCN/BBZ/EPl ,TOL~TOLS 
COMMON/BCB/NCYl , N I X 1  s I S 1 , N E L l  
D IMENSION P C ( 1 0 0 ) ~ P P ( 1 0 0 ) , P A ( 1 O O ~ ~ D P ( l O O ~ ~ S I G N ~ l O O ~  

GO TO ( 2 5 0 , 2 0 0 ) ,  LOR 

2 J l , I l , N E L , L M D S , L I Z ( 2 0 )  

2 E ( l O O ) , P B E S V ( 1 0 0 )  

2 K R 1 3 ~ K R 1 4 ~ K R 1 5 , K R 1 6 ~ K R 1 7 ~ K R 1 8 ~ K R 2 0  

LOR=LOR 

2 5 0  WRITE (K69100) 
100 FORMAT (20HO L 0 0 K I S  CALLED)  
200 L A = L E ( 4 )  

2 5 1  C A L L  OUTPUT 
252  L A = L A  

C EXPLORATORY SEARCH 
1 FMAX=PFMAX 

SP-FMAX 
C SC IS THE BASE P O I N T  

SC=FMAX 
DO 700 KA=l ,N 
B E S V ( K A ) = P B E S V ( K A )  
PN( KA )=BESV ( K A  ) 

LOR=2 
NGO=1 
PM=DELTA 

L U T (  I C O D E ) = l  

I F ( K R 1 7 )  252 ,252 ,251  

GO TO (1,7,11,25,29,33r171~41)~ L A  

700 
C@UNT=O e 0  

I F ( L U T ( I C O D E ~ o C T o 0 )  GO TO 1 0 2  

DO 2 K A = l , N  
DP(KA)=DEL*(PNMAX(KA)-PNMIN(KA)) 

2 S I G N ( K A ) = l o  
1 0 2  PC K A )  =PN( K A  1 

3 K=NORVI (NOS)  
N O S = l  

C F I N D  A NEW POINT I N  THE P O S I T I V E  D I R E C T I O N  OF THE KTHo VARIABLE 
P N ( K ) = P N ( K ) + D P ( K ) * S I G N ( K )  

P A ( K ) = P N ( K )  
L E ( 4 ) = 2  
I F ( S I G N ( K 1 )  10, 42 ,  5 

5 I F ( K R 7 )  6 ,  69 92 
9 2  I F ( P N ( K ) - P N M A X ( K )  16,494 
4 P N ( K ) = P N M A X ( K )  
6 I F ( K R 1 1 )  400,400,401 

C STORE THE NEW P O I N T  I N  PA 
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401 KRMN=l  

C A L L  TESTCO 
K L M N = K l  
GO TO ( 4 0 0 9 3 9 1 6 9 2 2 ) r K L M N  

400 RETURN 
I 7 I F ( S N - S P )  1 3 9  898  

t C STEP I N  THE P O S I T I V E  D I R E C T I O N  WAS UNSUCCESSFUL. TRY TWO STEPS I N  - 
8 PN(K)=PA(K)-2.*DP(K)*SIGN(K) 

P A ( K ) = P N ( K )  
L E ( 4 ) = 3  
I F ( S I G N ( K ) )  59 429 10  

10  I F ( K R 9 )  69 6 9  93 
93 I F ( P N M I N ( K ) - P N ( K ) )  6 9  99 9 
9 P N ( K ) = P N Y I N ( U )  

11 I F ( S N - S P )  1 2 5 9  1 2 9  1 2  
C P O I N T  I N  - TWO STEPS WAS UNSUCCESSFUL. RESTORE THE I N I T I A L  P O I N T  
1 2  P N ( K ) = P A ( K ) + D P ( K ) * S I C N O  

GO TO 6 

GO TO 14 
C BETTER POINT IS FOUND I N  -. TWO STEPS. KEEP PROCESS GOING 
1 2 5  S I G N ( K ) = - S I G N ( K )  
C BEST VALUE FROM EXPLORATORY SEARCH I S  SP 
1 3  SP=SN 

FMAX=SP 
B E S V ( K ) = P N ( K )  

14 I F ( N 0 S - N )  1 5 9  16 ,  1 6  
1 5  NOS=NOS+l 

C COMPARE REST EXPLORATORY RESULT ( S P )  AGAINST BASE POINT (SC) 
16 IF ( SP-SC+TOL*ABS ( SC) 1 179 2 2  9 2 2  
17 L E (  4 )  =7 

GO TO 3 

N O S = l  
GO TO 2 0 0  

C SP IS BETTER THAN BASE POINT SC 
171  SC=SP 

FMAX=SC 
C TRY A PATTERN MOVE 

DELTA=DELTA*SHRUN 
COUNT=COUNT+l.O 
DO 5 0 0  K A = l , N  

C STORE OLD BASE P O I N T  I N  PP 

C E S T A B L I S H  A NEW BASE P O I N T  

B E S V ( K A ) = P C ( K A )  

PN(KA)=PN(KA)*DELTA-PP(KA) 
I F ( K R 6 )  2 1 9  2 1 9  9 5  

9 5  I F ( K R 7 )  1 8 9  18 ,  96 
96 I F ( P N ( K A ) - P N M A X ( K A ) ) 6 0 0 9 2 0 9 2 0  
600 I F ( K R 1 1 )  1 8 9 1 8 9 5 3 1  
1 8  I F ( K R 9 )  2 1 9  2 1 9  97 
97 IF(PNYIN(UA)-PN(KA))601* 1 9 9  19 
6 3 1  I F ( K R 1 1 )  5 3 0 , 5 0 3 9 5 0 1  
19 P N ( K A ) = P N M I N ( K A )  

GO T O  2 1  
2 0  PN(  K A  1 =PNMAX ( K A )  
2 1  I F ( K R 1 1 )  5 0 0 9 5 0 0 , 5 0 1  
5 0 1  KRMN=l  

D P ( K A ) = P C ( K A )  

P C ( K A ) = P N ( K A )  

C CALCULATF V A R I A B L F S  AFTFR PATTERN MOVE 

CALL TESTCO 



. 
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K L M N = K l  
GO TO ( 4 0 0 9 3 9 1 6 9 2 2 9 8 , 2 4 ~ 5 0 0 ~ 1 8 ) 9 K L M N  

I F ( K R )  3 0 0 9 3 0 0 9 3 0 1  
5 3 0  CONTINUE 

3 0 1  C A L L  TOSS 
3 0 0  N O S = l  

2 5 4  C A L L  OUTPUT 
2 5 5  L E ( 4 ) = 4  

C P O I N T  AFTER EXPLORATORY SEARCH I S  NOT BETTER THAN BASE POINT 
C I S  THE STEP S I Z E  SMALLER THAN L I M I T  
2 2  I F ( D E L - D E L M I N )  2 3 s  239 2 4  
2 3  NGO=2 

I F ( K R 4 )  2 5 5 9 2 5 5 , 2 5 4  

RETURN 

L E ( 4 ) = 8  
I F ( K R 1 0 )  6 0 9 6 1 9 6 2  

6 0  L L 3 = 2  
6 1  C A L L  OUTPUT 
6 2  RETURN 
C DECREASE STEP S I Z E  
2 4  DEL=DEL*DELR 

2 4 1  D P ( K A ) = D E L * ( P N M A X ( K A ) - P b J M I N ( K A ) )  

C START A NEW EXPLORATORY SEARCH 
2 5  K = N O R V I ( Y O S )  

2 6  P N ( K ) = P N ( K ) + D P ( K ) * S I G N ( K )  

DO 2 4 1  K A = l , N  

GO TO 3 9  

SP=SN 

P A ( K ) = P N ( K )  
L E ( 4 ) = 5  
I F ( S I G N ( K 1 )  3 2 9  4 2 9  2 8  

2 8  I F ( K R 7 )  69 6 9  9 8  
9 8  I F ( P N ( K ) - P N M A X ( K ) )  6 9  2 7 ,  27  
2 7  P N ( K ) = P N M A X ( K )  

GO TO 6 
2 9  I F ( S N - S P )  3 4 9  309 3 0  
C P O I N T  FROM P O S I T I V E  STEP IS NOT BETTER. T R Y  TWO - STEPS 
3 0  PN(K)=PA(K)-Z.*OP(K)*SIGN(K) 

P A ( K ) = P N ( K )  

I F ( S I G N ( K ) 1 2 8 9  4 2 9  32  
3 2  I F ( K R 9 )  6 9  6 9 9 9  
99 I F ( P N M I N ( K ) - P N ( K ) )  69 3 1 9  3 1  
3 1  P N ( K ) = P N M I N ( K )  

L E ( 4 ) = 6  

GO TO 6 
3 3  I F ( S N - S P )  3 3 5 9  3 8 9  38  
C P O I N T  FROM TWO -.STEPS I S  BETTER. KEEP PROCESS GOING 
3 3 5  
C P O I N T  FROM P O S I T I V E  STEP IS BETTER. KEEP PROCESS GOING 

S I G N (  K )  =-SIGN ( K  1 

3 4  SP=SN 
FMAX=SP 
B E S V ( K ) = P N ( K )  

3 5  I F ( N 0 S - N )  3 6 ,  3 7 9  3 7  
3 6  NOS=NOS+l 

K=NORVI(NOS)  
GO TO 2 6  

3 7  I F ( S P - S C + T O L * A B S ( S C ) )  179 3 9 9  3 9  
C P O I N T  FROM TWO - STEPS I S  NOT BETTER. RESTORE I N I T I A L  POINT 
3 8  P N ( K ) = P A ( K ) + D P ( K ) * S I G N ( K )  
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G O  T O  35 

3 9  SP=SC 
D E L T A = P M  

DO 40 K A = l , N  
4c P N (  K A )  = P C (  K A )  

I F ( K R )  2 0 2 9 2 0 2 9 2 C l  
2 C 1  C A L L  TOSS 
2 0 2  NOS=l 

G O  T O  3 
41 GO T O  23 
42 W R I T E  (K6,101)K,SIGN(K) 
1 3 1  F O R M 4 T ( 2 2 H O  S I G N  ERROR. V A R I A B L E  13912H HAS S I G N  OF F12.5) 

C A L L  ERRO!? 
S T O P  
E N D  

. 
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. 

. 

B I B F T C  S H R I N  L I S T  
c S!-!R!NK 

SUBROUTINE SHRINK 
COPMC!N/B94/K6,K7 
C O ~ ~ ~ O N / B B ~ / L L 1 ~ L L 2 ~ L L 3 ~ L L 4 , L L 5 ~ L L 6 ~ L O R ~ L G O ~ ~ G O ~ L E ~ Z O ~ ~ L T ~ K ~ Y ~ 2 O ) ~  

2 J l , I l , N E L , L M D S , L I Z ( 2 0 1  
C O ~ M O N / B B E ~ I T R I A ~ I C O D E , N C O D S ~ N D E C I ~ I B E S T ~ I R O U T  
C O ~ M O N / B ~ G ~ L O C ~ ~ 2 0 ~ ~ ~ ~ 0 5 ( 2 0 ) , S P ~ O 3 ~ 2 ~ ~ ~ R N ~ ~ 2 O ~ ~ L ~ T ~ 2 O ~  
C O ~ ~ O N / B B H / N O ~ V I ~ 1 O C ~ ~ ~ ~ ~ l ? ~ ~ , P N M A X ~ l ~ C ~ ~ P N M I N ~ l O ~ ~ ~ B E S V ~ l O O ~ ~ T E M P  

C O M ~ O N / B B J / K R , K ~ l ~ K R 2 ~ K R 3 ~ K ~ 4 , K R 6 , K R 7 , K R 8 ~ K R 9 ~ K R l @ , K ~ l l , K R l 2 ,  

COMMON/BBL/COUNT,LABOR 
COMMO~/BB~/N ,~ ,NC,NTSNC,NTC,NSNIC 
COMMGN/BEO/FMAX,PFMAX,SN 
COMMON/BBQ/NTOS,MCYCLO~NTNCOS,SHRON 
COMMON/BBR/NCY ,NSE 
CCMMOh/BBS/KLPN,K1 ,KRYN 
COMMCN/BBZ/EPl,TOL,TOLS 
C O M M O N / B C 3 / N C Y 1 ~ N I X 1 ~ I S l ~ ~ E L l  
D I M E N S I O N  P C ~ 1 0 0 ~ ~ P ~ ~ 1 0 0 ~ ~ ~ A ~ 1 O ~ ~ ~ D P ~ l @ O ~ ~ S I G N ~ l O O ~  

2 E ( l O O ) , P B E S V ( 1 0 0 )  

. 2 K R 1 3 , K R 1 4 ~ K R 1 5 , K R 1 6 , K ~ 1 7 ~ K ~ 1 8 , K R 1 9 , K R 2 0  

C T H I S  I S  SHRINK RANDOM SEARCH 
C NTOS TESTS AT RANDOM 
C MCYCLO TOTAL NUVBER O F  CYCLES 
C NTNCCS IS THE MAXIMUM NUMSER O F  CYCLES ACCEPTED WITHOUT 

C SHRON IS QEDUCTION FACTOR FOR CPERATING SPACE 
C ACCEPTABLE IYPROVEMENT ( CONTINUOUSLY ) e  

1 
5 a  
2 

2 3 G  

5 0 0  

30  
9 8  1 
C 

LOR=LCR 
GO TO ( 1 , 2 1 9  LOR 
WRITE ( K 6 9 5 0 )  
FORMAT (36HO S H R I N I( ii A N 0 0 M I S  C A L L E D )  
L D = L E  ( 2  1 
GO TO ( 2 0 0 , 2 4 t 2 3 ) ,  L D  
L E (  2 1 = 2  
COUNT=3oC 
L A a C R = 3  
LOR=2 
NGO=1 
NCY=O 
NSE=O 
FMAX=PFMAX 
SP=FYAX 
SC=Fw4X 

B E S V ( V X ) = P B E S V ( Y X )  
P N ( M X ) = B E S V ( Y X )  . 
P C ( M X ) = P N I M X )  
DP ( M X  )=PN(MX 1 

L U T (  I C O D E ) = l  

VF=SHRON**P 

DO 30  MX=l,N 

DO 500  MX=l ,N 

I F ( L U T ( I C 0 D E ) o G T o O )  GO TO 9 8 1  

P = l o G / F L O A T ( N )  

V F C = 1  oO/VF 

SIGN(MX)=Oo5*(PNMAX(MX)-PNMIN(MX)) 
P A ( M X ) = P N M I N ( M X ) + S I G N ( M X )  
NCY =NCY+ 1 
SHRINK OPERATING SPACE 
V F C = V FC +V F 



. 

. 

C 
9 8 2  
c 

190 

8 2  
8 3  
C 

9 5  
9 6  
1 8  
97 
1 9  

2 c  
2 1  
50 1 

8 7  

2 4  
C 
91  

9 3  
8 6  
600 
9 8  

1 7  

170 

6 3  1 

2 2  

1 2 5  

1 2 6  
1 2 0  
2 3  

RUN NTOS TESTS A T  RANDOM 
NSE=NSE+l  
SELECT L E V E L S  FOR THE VAI I IAGLES 
DO 8 7  M X = l r N  
X=RAM2B(O) 
P P ( M X ) = V F C * S I G N ( N X ) * X  
I F ( O . 5 - X )  8 2 9 8 2 9 8 3  
PP ( M X  ) = - P P (  M X )  
P N ( M X I = P A ( M X ) + P P ( M X )  
CHECK T O  S E E  THAT PN I S  W I T H I N  OPERATING SPACE 
I F ( K R 6 )  2 1 9 2 1 9 9 5  
I F ( K R 7 )  1 8 , 1 8 9 9 6  
I F ( P N ( M X ) - P N V A X ( Y X ) )  1 8 9 2 0 9 2 0  
I F ( K R 9 )  2 1 9 2 1 9 9 7  
I F ( P N M I N ( M X ) - P N ( M X ) )  2 1 9 1 9 9 1 9  
P N ( M X ) = P N M I N ( V X )  
GO TO 2 1  
PN(MX)=PNMAX(MX)  
I F ( K R 1 1 )  8 7 , 8 7 9 5 0 1  
KRMN=l  
C A L L  TESTCO 
K L M N = K l  
GO TO ( 8 7 9 1 0 0 ) 9 K L Y N  
CONTINUE 
RETURN 

SC I S  THE BEST RESULT SO FAR 
SC=SN 
FKAX=SC 
DO 9 3  Y X = l r N  
P A ( M X ) = P N ( Y X )  
B E S V ( K A ) = P 4 ( K A )  
I F ( K R 1 7 )  9 8 9 9 8 , 6 0 0  
CALL OUTPUT 

NSE=O 
I F ( S C - S P + T O L * A S S ( S P ) )  1 7 , 1 7 9 2 2  
SP=SC 
FPAX=SP 
LAGOR=O 
DO 17c K A = l , N  
PC ( K A  =PA ( K A 1 
BESV ( K A  )=PC ( K A )  

I F ( S C o L T o S N )  GO TO 86 

IF(NTOS.GEoNSE) GO TO 9 8 2  

COUNT=COUNT+loO 
I F ( K R 4 )  1 2 0 9 1 2 0 9 6 0 1  
C A L L  OUTPUT 
GO TO 1 2 0  
LAaOR=LABOR+l  
I F ( N T N C O S o L T o L A B O R 1  GO TO 2 3  
COUNT=COUNT+loa 
I F ( K R 4 )  1 2 0 9 1 2 0 9 1 2 6  
C A L L  OUTPUT 
I F ( M C Y C L 0 o G E o N C Y I  G 3  TO 9 8 1  
NGO=2 
NCY 1=NCY 
NCY=O 
NSE=O 
L E ( 2 ) = 3  
I F ( K R 1 0 )  2 5 9 2 6 9 2 7  
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25 113=2 
26 C A L L  OUTPUT 
27  RETURN 

END 

. 



B I B F T C  SAT L I S T  
C SATTER 

SUSROUTINE SATTER 
COMMCN/!3SA/K6,K7 
C O ~ M O N / B ~ ~ / L L ~ ~ L L ~ ~ L L ~ ~ L L ~ , L L S , L L ~ , L O R , L G O ~ N G O ~ L E ~ ~ O ~ ~ L T ~ K E Y ~ ~ O ) ~  

C O M M O ~ / B B H / N O R V I ( 1 0 0 )  ~ P N ( 1 0 0 ) ~ P N M A X ( 1 0 0 ) ~ P N M I N ~ l O O ~ ~ B E S V ( l O O ) ~ T E M P  

C O M M O N / B ~ J / K ~ , K ~ 1 ~ ~ R 2 ~ ~ ~ 3 , ~ R 4 , K ~ 5 ~ ~ ~ 6 ~ K R 7 ~ K ~ ~ ~ K ~ 9 ~ ~ R l O ~ ~ R l l ~ K R ~ ~ ~  

COMMON/SBL/COUNT,LAROR 
COMMON/BSh4/N ,NI,NC, NTSNC P N T C ~ N S N I C  
C O M K O N / S ~ ~ O / F Y A X , P F Y A X ~ S P . J  

COMMON/BST/MRDTN9NDTN,NTIS ,STEP 
CCMMON/BBU/MCYS,NIX 
COMMON/BBZ/EPl ~ T O L P T O L S  
C O ~ M O N / B C E / N C Y l ~ N I X 1 , I S 1 , N E L 1  
D I M E Y S I O N  P C ~ 1 0 ~ ~ r ~ ~ ~ 1 3 0 ~ ~ P A ~ 1 0 0 ) , D P ~ l ~ 0 ~ ~ S I G N ~ l O ~ )  

~ J ~ ~ I ~ ~ N E L ~ L Y D S P L I Z ( ~ O )  

2 E ( 1 0 0 ) 9 P B E S V ( 1 0 0 )  

2 K R 1 3 ~ K R 1 4 ~ K R 1 5 ~ K ' ? 1 6 ~ K R l 7 ~ K F ? l 8 , K R l 9 ~ K R 2 O  

- COMMOh/BBS/KLMN,Kl 9KRMN 

C T H I S  I S  SUSROUTINE U S I N G  SATTERTHWAITE STRATEGY 
C MRDTN RANDOM CHANGES I N  D I R E C T I O N  
C NDTN MAXIMUM NUMBER 9F CHANGES I N  9 I R E C T I O N  ACCEPTED WITHOUT 

C N T I S  I S  THE TOTAL NUMBER OF CXPERIMEhTS TO BE PERFORMED 
C STEP IS THE FACTOR FOR STEP S I Z E  

C IMPROVEMENT ( CONTINUOUSLY 1 0  

LOR=LOQ 
G3 TO ( 1 9 2 1 9  LOR 

1 WRI T E  ( K 6 9 5 C  1 
5 c  FORMAT (34HO SATTERTHWAITE STRATEGY I S  CALLED)  
2 L B = L E  ( 3  1 

GO TO 1 6 0 0 ~ 5 ~ 5 1 ~ 5 2 r 1 0 0 0 ) ~  LB 

MCYS=3 
N I X = C  
NGO=1 
LOR=2 
LA@OR=O 
FMAX=PFMAX 
SP=FMAX 
SC=FMAX 
DO 3 MX=l ,N 
BESV(MX)=PBESV(MX)  
P N (  Y X  )=BESV(YX 

6Cc) COUNT=OoO 

3 P C ( M X ) = P N ( P X )  
C TAKE 4 RANDOM STEP AND RUN A TEST 

13 COUNT=COUNT+loO 
14 MCYS=MCYS+l 

L E (  3 =2  

60 X=RAM2B(O)  
DO 10 Y X = l r N  

D P ( M x ) = S T E P  * X * ( P N M A X ( M X ) - P N M I N ( M X ) )  
I F ( O . 5 - X )  1 5 9 1 5 9 2 5  

1 5  D P ( M X ) = - D P ( P X )  
25  P N ( M X ) = P C ( M X ) + D P ( M X )  

I F ( K R 6 )  21 ,21995  
95 I F ( K R 7 )  18 ,16996  
96 I F ( P N ( M X ) - P N V A X ( M X ) )  1 8 9 2 0 9 2 0  

C CHECK FOR OUT OF BOUNDS AND S I D E  CONDIT IONS 
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1 8  I F ( K R 9 )  2 1 9 2 1 9 9 7  
97 I F ( P N Y I N ( K X ) - P N ( M X ) )  2 1 9 1 9 9 1 9  
19 P N (  MX )=PNMINIMx 1 

GO TO 2 1  
2 0  P N (  M X  ) =PNMAX ( M X )  
2 1  I F ( K R 1 1 )  1 0 9 1 0 9 5 3  
5 3  KRMN=l  

C A L L  TESTCO 
K L M N = K l  
GO TO ( 1 0 9 6 0 ) , K L M N  

10 CONTINUE 
RETURN 

L E ( 3 ) = 3  

3 1  C A L L  OUTPUT 

3 0  I F ( S C - S N )  4T93c1393Cc) 

5 N I X = N I X + l  

I F ( K R 1 7 )  3 0 , 3 0 9 3 1  

C I S  THE LAST EVALUATION SETTER THAN THE P i lEVIOUS @ Y E  

C LAST EVALUATION I S  NOT SETTER THAN PREVIOUS ONE 

c TRY THE OPPOSITE D I R E C T I O N  
4c I F ( N T I S o L T o N 1 X )  GO TO 1000 

41 DO 21C VX= l ,N  
DP ( M X  )=-DP( M X )  
P N ( M X ) = P C ( M X ) + D P ( V X )  

I F ( K R 6 )  2 2 1 , 2 2 1 9 2 9 5  
2 9 5  I F ( K R 7 )  2 1 8 9 2 1 8 9 2 9 6  
2 9 6  I F ( P N ( M X ) - P N M A X ( M X ) )  2 1 8 9 2 2 1 9 2 2 0  
2 1 8  I F ( K R 9 )  2 2 1 9 2 2 1 9 2 9 7  
2 9 7  I F ( P N M I N ( M X ) - P N ( M X ) )  2 2 1 9 2 2 1 9 2 1 9  

C ARE WE S T I L L  W I T H I N  BOUNfIS AND S I D E  CONDIT IONS 

2 1 9  P N ( M X ) = P N M I N ( j Y X ) + ( P N W I N ( M X ) - P N ( M X )  1 
GO T O  2 2 1  

22C: P N ( M X ) = P N M A X ( M X ) - ( ? N ( M X ) - P N M A X ( M X ) )  
2 2 1  I F ( K R 1 1 )  2 1 0 9 2 1 0 9 2 5 3  
2 5 3  KRMN=l  

C A L L  TESTCO 
K L M N = K l  
GO TO ( 2 1 0 9 1 3 ) 9  KLMN 

RETUQN 

L E ( 3 ) = 4  
I F ( K R 1 7 )  2 3 0 9 2 3 3 9 2 3 1  

2 3 1  C A L L  OUTPUT 

2 1 3  CONTINUE 

5 1  N I X = N I X + l  

C I S  T H I S  EVALUATION SETTER THAN THE PREVIOUS ONE 
2 3 0  I F ( S C o G E e S N )  GO T O  3 0 0  
2 9 3  I F ( N T I S m L T o N 1 X )  GO TO 1000 
2 6 0  IF(MRDTN.LT.MCYS) GO TO 1000 

2 7 0  I F ( S C - S P + T O L * A B S ( S P ) )  2 1 7 9 2 1 7 9 2 2 2  
2 1 7  SP=SC 

FMAX=SP 
DO 5 7  KA=19N 

LABOR=C 
COUNT=COUNT+loO 
I F ( K R 4 )  1 4 , 1 4 9 2 3 3  

2 3 3  CALL  OUTPUT 
GO TO 14  

2 2 2  LABOR=LA3OR+l  

57  d E S V ( K A ) = P N ( K A )  

I F ( N D T N o L T o L A B 0 R )  GO TO 1000  



2 2 5  

2 2 6  

C 
C 

4 
3 0 0  

C 

3 9 5  
3 9 6  
3 1 8  
3 9 7  
3 1 9  

3 2 0  
3 2 1  

3 3 2  

3 5 0  

5 2  

3 4 1  
c 
3 4 0  
3 6 2  
l O O G  

1 0 0 6  
1 0  1 3  
1 0 1 1  

COUNT=COUNT+l.O 
I F ( K R 4 )  1 4 9 1 4 9 2 2 6  
C A L L  OUTPUT 
GO T O  14 
THE EVALUATION I S  SETTER. TRY ANOTHER STEP I N  THE SAME DIRECTION.  
THE STEP SIZE I S  THF S A M E  AS REFORE. 
SC=SN 
FMAX=SC 

P C ( M X ) = P N ( P X )  
B E S V ( M X ) = P N ( Y X )  
P N ( M X  1 = PC ( M X  1 +DP ( M X  1 
A R E  WE S T I L L  W I T H I N  BOUNDS AND S I D E  CONDITIONS 
I F ( K R 6 )  3 2 1 9 3 2 1 , 3 9 5  
I F ( K R 7 )  3 1 8 , 3 1 8 , 3 9 6  
I F ( P N ( M X ) - P N M A X ( M X ) )  3 1 8 9 3 2 1 , 3 2 0  
I F ( K R 9 )  3 2 1 9 3 2 1 , 3 9 7  
I F (  PWMIN( M X )  -PN( [ \ ? X I  ) 3 2 1  9 3 2 1  9 3 1 9  
P N ( ~ X ) = P N ~ I N ( M X ) + ( P N M I " ( M X ) - P N ( M X ) )  
GO T O  3 2 1  
P N ( M X ) = P N M A X ( M X ) - ( P N ( ~ ~ X ) - P N M A X ( ~ X ) )  
I F ( K R 1 1 )  3 5 0 , 3 5 0 9 3 0 2  
KRMN=l  
C A L L  TESTCO 
K L M N = K l  
GO T O  ( 3 5 0 , 1 3 ) 9  KLMN 
CONTINUE 
RETURN 
N I X = N  I X + 1  
I F ( K R 1 7 )  3 4 0 9 3 4 0 9 3 4 1  
C A L L  OUTPUT 
IS THE EVALUATION BETTER THAN THE PREVIOUS ONE 

DO 3 5 0  MX=l ,N 

IF(SN.GT.SC) GO TO 2 9 0  
I F ( N T I S . G E . N I X )  GO TO 3 0 0  
NGO=2 
MCYS=O 
N I X l = N I X  
N I X = O  
L E ( 3 ) = 5  
I F ( K R 1 0 )  1 0 0 6 ~ 1 ~ 1 0 9 1 0 1 1  
L L 3 = 2  
C A L L  OUTPUT 
RETURN 
E N D  

8 
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c 

B I B F T C  RAND0 L I S T  
c RANDeM 

SUBROUTINE RANDOM 
COMMON/B@A/K6,K7 
COMMON/BBB/LL~~LL~~LL~,LL~,LL~,LL~~LL~~LOR~LGO,NGO,LE~~O~~LT~K~Y~~O), 

C O M M O N / B B H / N O R V I ~ 1 0 0 ~ , P N 1 1 3 0 ~ ~ P N M A X ~ l O O ~ ~ P N ~ I N ~ l O O ~ ~ B E S V ~ l O O ) ~ T E M P  

C O M M O N / B B J / K R , K R 1 , K R 2 ~ K R 3 , K ~ 4 , K R 5 ~ K R 6 , ~ R 7 , K R 8 ~ K R 9 , K R l O , K R l l ~ K R ~ ~ ,  

COMMON/BSL/COUNT,LASOR 
C O M M O N / B B M / N , M , N C , N T S N C , N T C , N S N I C  
C O M M O N / B B O / F M A X , P F M A X , ~ ~  
COMMON/SRS/KL~N,Kl,YRMN 
C O Y M O N / S S V / V C Y C L E , N T E S 9 V T V C Y S  
COPMON/SSW/IS,YI 
COMMON/BBZ/EP19TOL,TOLS 
COMMON / i3CE 1 NCY 1 9 N I X 1 I S 1 9 N EL 1 
DIMENSION P C ( 1 0 0 ) ~ P P ( 1 0 0 ) ~ P A ( 1 O O ~ ~ D P ~ l O O ~ ~ S I G N ~ l O O ~  

2 J 1 9 1 1 9 N E L , L M D S 9 L I Z ( 2 0 1  

2 E ( l 0 0 ) 9 P B E S V ( l O G )  

2 ~ R 1 3 , K R 1 4 ~ ~ R 1 5 , K R 1 6 , ~ R l 7 ~ K R l ~ , ~ R l 9 ~ K R 2 0  

C T H I S  I S  S I Y P L E  RANDOY SEARCH 
C MCYCLE I S  THE TOTAL NUMBER OF CYCLES 
C NTFS IS THE TOTAL NUMSER OF TESTS PER CYCLE 
C NTNCYS IS THE M A X I M U V  NUMBER OF CYCLES 
C WITHOUT ACCEPTABLE IYPROVEMENT ( COYTINUOUSLY ) e  

1 
50 
2 

6CO 

3 0 0  
2 4 0  
2 5 0  

1 0 0  

9 5  
96 
1 8  
97 
19 

2 0  
2 1  

LOR=LOR 
GO T O  ( 1 9 2 ) 9  L O R  
WRITE ( K 6 9 5 0 )  
FORMAT ( 2 3 H O  R A N D 0 M I S  CALLED)  
L C = L E ( l )  
GO T O  ( 6 0 0 9 5 1 , 2 3 ) 9  L C  
L E ( 1 ) = 2  

LABOR=O 
LOR=2 
NGO=1 
I s=o 
M I = O  
FMAX=PFMAX 
SP=FMAX 
SC=FMAX 
DO 3 0 0  MX=l ,N 
B E S V ( M X ) = P B E S V I M X )  
P N (  MX )=BESV(MX 
P A ( M X ) = P N ( M X )  
P C ( M X ) = P N ( M X I  
I S = I S + l  
M I  = M  I +1 
DO 5 0 0  MX=l ,N 
X=RAMZB(O) 
PN(MX)=X*(PNMAX(MX)-PNMIN(MX))+PNMIN(MX) 
I F ( K R 6 )  2 1 , 2 1 9 9 5  
I F ( K R 7 )  1 8 , 1 8 9 9 6  
I F ( P N ( M X ) - P N M A X I M X ) )  1 8 , 2 0 9 2 0  
I F ( K R 9 )  2 1 9 2 1 9 9 7  
I F ( P N M I N ( M X ) - P N ( P X ) )  2 1 , 1 9 9 1 9  
P N ( M X ) = P N V I N ( M X )  
GO TO 2 1  
P N ( M X ) = P N Y A X ( M X )  
I F ( KR 11 ) 

COUNT=OeO 

500 9500 9 5 0 1  



50 1 

500 

5 1  
1 9 0  

1 9 1  
2 2 0  
2 2 5  
2 0 0  

1 7  

170 

7 0 2  

2 2  

1 2 5  

1 2 6  
21G 
2 3  

2 5  
2 6  
27  

KRMN=1 
C A L L  TESTCO 
K L M N = K l  
GO TO (500,10O),KLMN 
CONTINUE 
RETURN 

SC=SN 
FMAX=SC 
DO 1 9 1  KA=l ,N 
P C ( K A ) = P N ( K A )  
B E S V ( K A ) = P C ( K A )  
I F ( K R 1 7 )  200,200,225 
CALL OUTPUT 

M I = O  
I F ( S C - S P + T O L * A B S ( S P ) )  1 7 , 1 7 9 2 2  
SP=SC 
FMAX=SP 
LASOR=O 
DO 170 K A = l , N  
P A ( K A ) = P C ( K A )  
B E S V (  KA ) = P A (  KA 1 

I F ( S N o G T o S C )  GO TO 2 2 0  

I F ( N T E S o G E o M 1 )  GO TO 2 5 0  

COUNT=COUNT+loO 
I F ( K R 4 )  210,210,702 
C A L L  OUTPUT 
GO TO 2 1 0  
LABOR=LABOR+l 
I F ( N T N C Y S o L T o L A B 0 R )  GO TO 2 3  
COUNT=COUNT+loO 
I F ( K R 4 )  2 1 0 , 2 1 0 9 1 2 6  
C A L L  OUTPUT 
I F ( M C Y C L E o G E o 1 S )  GO TO 2 4 0  
NGO=2 
I S l = I S  
I s=o 
M I = O  
L E ( 1 ) = 3  
I F ( K R 1 0 )  2 5 , 2 6 9 2 7  
L L 3 = 2  
CALL OUTPUT 
RETURN 
END 

c 



c 

c 

SIBMAP R I E L  L I S T  
* RANDON NUMBERS UNfFGRMLY O I S T R I E U T E D  5EfWEEN Ot AND +I00 

REM RAM2oooroUNIFORMLY D I S T R I B U T E D  RANDOM NUMBERS 
REM 
ENTRY RAMZA 
ENTRY RAMZB 
ENTRY RAMZC 
ENTRY RAMZD 

RAM2A SAVE 1 9 4  
CLA 3 9 4  
COM 
ADD ONE 
PAX 091 
CLA 011 
ANA MASK 
T Z E  ++3 
CLA 0 9 1  
TRA STORE 
CLA 0 9 1  
L R S  15  
ADD 1 9 1  
L R S  1 5  
ADD 2 9 1  
L L S  1 2  

RETURN RAMZA 

LDQ FRAM 
MPY PF5 
STQ FRAM 
CLA FRAM 
ARS 8 
ADD FRAM+2 
FAD FRAM+2 
RETURN RAM2B 

RAM2C SAVE 194 
CLA 394 
COM 
ADD ONE 
PAX 0 9 1  
S T Z  2 9 1  
S T Z  1 9 1  

S T Z  091  
CLA FRAM 
L R S  12  
STD 2 9 1  
L L S  1 5  
STD 1 9 1  

L L S  1 5  
S T D  091 

RETURN RAM2C 

CLA FRAM 
RETURN RAM2D 

STORE STO FRAM 

RAM26 SAVE 

TOV ++2 

RAM2D SAVE 

FRAM DEC 34359738367 O R I G I N A L  RANDOM NUMBER 
P F 5  DEC 30517578125 1 5 T H  POWER OF 5 

ONE P Z E  1 
OCT 200000000000 

2 COMPO OF LOCATION OF L A S T  F I V E  
D I G I T S  OF INPUT RANDOM NUMBER 

RANDOM NUMBER 

M U L T I P L Y  PREVIOUS RANDOM NUMBER 
BY 1 5 T H  POWER OF 5 

CONVERT TO F L O A T I N G  P O I N T  

2 COMPO OF LOCATION OF L A S T  F I V E  
D I G I T S  OF I N P U T  RANDOM NUMBER 
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MASK O C T  7 7 7 7 7  

END 
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t 

h 

BDATA 
0 *+ T H I S  I S  RUN NUMBER * 0 5 8  * O F  G R 0 P E 
O * * F O R T R A N  I V  
0 SS REFERENCE L I S T  OF SUBqOUTINES USED I N  THE PROGRAM 
0 ** 0 8 / 0 3 / 6 4  M A I N  GROPE 066 
0 ** 0 8 / 0 3 / 6 4  RSDTA GROPE 066 
C ** 0 8 / 0 3 / 6 4  I D E C I  GROPE 0 6 6  
0 +* 0 8 / C 3 / 6 4  OPTIWJ GROPE 3 6 6  
0 ** 0 8 / 0 3 / 6 4  D E C I S  GROPE 0 6 6  
0 ** 0 8 / 0 3 / 6 4  RCPRO GROPE 066 
0 ** 0 8 / 0 3 / 6 4  ADAPT GROPE 066 
C ** 0 8 / C 3 / 6 4  OUTPUT GROPE 3 6 6  
0 ** 0 8 / 0 3 / 6 4  LOOK GROPE Q66 
0 ** 0 8 / C 3 / 6 4  SHRINK GROPE 6 6 4  
0 ** 9 8 / 0 3 / 6 6  SATTER GROPE 0 6 6  
C ** 0 8 / 0 3 / 6 4  RANDCP GROPE 0 6 6  
0 ** 3 8 / 0 3 / 6 4  EVALT GROPE 0 6 6  
0 ** 3 8 / 0 3 / 6 4  RWSUB GROPE 0 5 6  
0 ** 0 8 / 0 3 / 6 4  RFKTS, LPRMT GROPE 066 
0 ** 0 8 / 0 3 / 6 4  TOSS GROPE 0 6 6  
C ** 0 8 / 0 3 / 6 4  SNICON, SYSTEM, ERROR GROPE 0 6 6  
0 ** 0 8 / 0 3 / 6 4  C L O C K ,  TESTCO GROPE 0 6 6  
0 ** 3 6 / 0 3 / 6 4  RAY2 ( R A M ~ A , ~ ? A Y ~ B I R A M ~ C )  GROPE 0 6 6  
1 SS END OF L I S T  OF SUBROUTINES END REFERENCES 

0 1 0  S G - 1  1 0  1 1 - 1  0 1 - 1  0 1 1  0 0 1 1  

( l H 0 9 4 3 X v 3 8 H  SOLUTION O F  SHELL DEVELOPMENT PROBLEM) 
( 8 F 6 . 2 / 8 F 6 . 2 )  
( lHG,5GX,29H THE INPUT PqOBLEY LOOKS L I K E )  
(1Hc ,48X,32H ++*+*+++**+99*+++*************~) 

( l H C , 5 6 X , 1 5 H  E V E C T 0 R / / )  
( 1 H  ,42X,F6o2,4X,F6o2,2X,F6.2,2X,F6.2,2X,F6o2,2X,F602) 
( l H C , 5 6 X , 1 5 H  C M A T R I X / / )  
( l H 0 , 5 6 X , 1 5 H  D V E C T 0 R i l l  
( l H G 1 5 2 X , 2 5 H  B VECTOR AND A M A T R I X / / )  

1 6  1 0  1 6  4 1 5  
2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6  1 

4 C G  1 3 0 0  0 1 1 1 1 1 2 1 1 

4 9 9 1 3 6 1 8 6 3 0 4 7 1 8 5 9 2  
4 9 9 1 3 6 1 8 6 3 0 4 7 1 8 5 9 2  

1.030COOE-36 1 0 0 0 0 0 0 0 E - 0 4  Oo003000E+01  



0 o010090E+01 

30.09-23.C0-10.30 
c.00 3.CQ n.r?3 

-1.c3 
0.00 
0.93 
q.00 
0.02 
0.00 
0 .00  
S.96 
3.00 
0.00 
0.00 
0.00 
c.00 
0.00 
9.CQ 
3.00 
n o c 3  

-1.00 
3.00 
9.CQ 
0.00 
0.09 
0.00 
C.06 
3.nc 
000r) 
0.Q0 
Q.r)3 
n.oe 
0.0z 
0.00 
0.00 
0.00 
?.00 
0.cc) 
0.33 

n.Oc 
r\.OP 

-1.0c 
coot 
C.CQ 
0.00 
c.00 
0.00 
T).OT) 
3.70 
c.00 
9.00 
0.00 
g000 
3.30 
0.c0 
r).r)O 
0.c0 
r).00 

-1.00 
0.00 
3.00 
0.09 
0.90 
P.00 
3.00 
q.00 
n003 
9.00 
0.c0 
0.c0 
0.00 
P.00 
"053 
0.00 
“ 0 0 0  

t 
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tr T T ?  

c 
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. 

0 WT? 

c 
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